
 

 

  
Abstract—We construct a stochastic model of real estate pricing. 

The method of the pricing construction is based on a sequential 
comparison of the supply prices. We proof that under standard 
assumptions imposed upon the comparison coefficients there exists 
an unique non-degenerated limit in distribution and this limit has the 
Log Normal law of distribution. The accordance of empirical 
distributions of prices to the theoretically obtained Log Normal 
distribution we verify by numerous statistical data of real estate 
prices from Saint-Petersburg (Russia). For establishing this 
accordance we essentially apply the efficient and sensitive test of fit 
of Kolmogorov-Smirnov. Basing on the world admitted standard of 
estimation prices in real estate market, we conclude that the most 
probable price, i.e. mode of distribution, is correctly and uniquely 
determined under the Log Normal approximation. Since the mean 
value of Log Normal distribution exceeds the mode ‒ most probable 
value, it follows that the prices valued by the mathematical 
expectation are systematically overstated. 
 

Keywords—Real estate market value; stochastic model of 
pricing; geometric Brownian motion; Sharpe parameter; applications 
of the Kolmogorov-Smirnov test of fit. 

I. INTRODUCTION 

OR the aim of establishing of the market value one 
determines the most probable price with the following 

necessary conditions. At this price the real estate object could 
be sold on the date of estimation in the open competitive 
market, when the parties to the deal behave reasonably, having 
full access to all necessary information, and the price of the 
deal is not affected by any force majeure circumstances”. This 
is the accepted standard of estimation in real estate markets in 
many countries, particularly in Russian Federation [1]. 

Analogous formulations, based on a term of “the most 
probable price”, are included in many others classic estimation 
standards, such as IVS (p.31 a) [2], TEGOVA (EVS p. 5.3.1) 
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[3], USPAP (Standard rule 6-2, p.c.)[4], RICS (p.3.2.1) [5]. 
Mathematically, this means that the evaluation of the market 

price, stipulated by standards, essentially relies on a 
probabilistic nature of prices: price is a random variable. At 
the same time, the proper market value is such numerical 
characteristics of a distribution of the random variable (the 
price), which is called “mode” and it indicates the most 
probable value of the random variable. 

In our paper, under sufficiently simple and natural 
assumptions, we establish the theoretical fact of weak 
convergence1 of a process of sequential price comparisons to 
the Log Normal distribution. For establishing this fact we 
construct a stochastic model, where the geometric Brownian 
motion (gBm) is a limit (in a sense of convergence of finite 
dimensional distributions). We have exhaustive statistical data, 
which verify the mentioned fact. A number of key examples 
are examined. We establish a number of special properties for 
market values, which follow from the property of Log Normal 
distribution of prices. We use examples based on statistical 
data for the market prices of the existing residential real estate 
properties in the city of Saint-Petersburg as of 31.03.2014. 

T. Ohnishi, T. Mizuno, C. Shimizu, T. Watanabe, Y. Saita 
[6]-[8] analyze data of building prices in Tokyo metropolitan 
area for a period from 1986 year. Their statistical analysis of 
cumulative distribution functions of the prices (which are 
grouped by the building size rule – size adjusted prices) show 
a defined agreement with the Log Normal Low. Let us cite 
them verbatim: “In sum, the presented results indicate that size 
adjusted prices follow a lognormal distribution for the quiet 
periods without extremely large fluctuations in prices”. 
However, these authors do not consider any stochastic pricing 
model which leads to a Log Normal distribution. In paper [7] 
T. Ohnishi, T. Mizuno, C. Shimizu, T. Watanabe apply 
(briefly) the Central Limit Theorem in the Lindeberg’s form to 
construct the Log Normal distribution pricing model in the real 
estate market.  

P.Ciurlia, A.Gheno [9] solve a problem of estimation of 
option prices when the underlying asset is a real estate object. 
They directly postulate that the underlying asset prices follow 
the geometric Brownian motion. Thus, they automatically 
imply that real estate prices fit a Log Normal distribution. 
 

1 In the one-dimensional case: the weak convergence is equal to the 
convergence in distribution. However, in the given paper at times we exceed 
frames of the one-dimensional case, for instance, — in the key Lemma 1. 
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II. ASSUMPTIONS FOR THE STOCHASTIC MODEL OF GBM 
We construct a stochastic pricing model, for the residential 

real estate market, based on the sequential comparison of 
objects of real estate. The coefficients of comparison are 
multiplicative, small, random, and correspond to one simple 
distribution (they are elementary and homogenous one, in 
certain sense). We show that for a sufficiently large number of 
comparisons2 N , under standard assumptions on smallness 
and homogeneity of the coefficients of comparison, the Log 
Normal distribution of price3 will form with high level of 
exactness. We suppose that the following simple and standard 
assumptions hold: 
A. The coefficients of comparison are homogeneous ones, 

they are multiplicative and indicate by how much time the 
price of the next object of comparison is greater or lesser 
than the antecedent. The coefficients of comparison are 
homogeneous ones, they are multiplicative and indicate by 
how much time the price of the next object of comparison 
is greater or lesser than the antecedent. 

B. The coefficients of comparison are totally independent: 
increases/decreases in price change independently of the 
previous steps of comparison. 

Let us introduce a non-random value 00 ≥S , which we 
assume as the initial price of the object of comparison (the 
starting price). Let us consider a Log Normal distributed 
random variable X , with ( ) µ=XE ln  and ( ) 2ln σ=XD , 
where µ  is a real constant and 0>σ  is a strictly positive 
constant. Let us rewrite the random variable X  in the 
following form 

)}1,0()lnexp{( 00 Ν+−= σµ SSX ,      (1) 

here and below ( )1,0Ν  denotes a standard normal random 
variable as well as the standard normal law of distribution.  

Let us introduce the parameters of “ratio of “signal/noise”, 
which indicate a relative risk. In fact, this is adopted 
modification of the Sharpe parameter [10]. We will interpret 
the value 0ln S−µ  as a useful signal, 
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The process of sequential comparison is executed according 
to the following logic. We select some initial object of 
comparison carrying the price 0S . The selection has to be 
random.  

Otherwise, 0S  should not be from the extreme values of the 
range of prices of available comparison objects.  

The transition to the next object of comparison should be 
such that increase or decrease of the price is small. We 

 
2 Starting from 500, or around, for the approximation error about the level 

5%, since such level of error is inversely proportional to square root of N. 

consider the binary scheme, which is generated by an 
underlying sequence of Bernoulli trials. The price of the next 
object of comparison is determined by the following formula: 

101 YSS = . Where 1Y  is a random variable, which takes two 
values: 1>U  (Up) and 10 << D  (Down) with the 
corresponding probabilities 10 << p  and pq −= 1 . At the 
same time, we assume that U  and D  takes values close to 1 
(upwards or downwards, respectively). The transition to the 
next object takes place according to a recurrence rule, which 
provides that at each time the price is multiplied by an 
independent coefficient and that all the coefficients are 
identically distributed.  

To prove that the price in the given recursive algorithm 
approaches a Log Normal distribution, we prove the normality 
of the limit of sums of logarithms of independent, equally 
distributed comparison coefficients Y . Due to the continuity 
and boundedness of exponents on finite intervals, this is 
enough to establish the necessary fact of log-normality of the 
limit law for distribution of prices (because convergence in 
distribution imply convergence of continuous and bounded 
functionals [11]).  

It is important to note that probabilities p  and q  depend on 
the selection of the starting price of comparison 0S . We 
initially assume that there is a range (interval) of prices of 
compared objects, which depends on the quantity of objects 
N  (involved in the process of sequential comparison). This 
quantity must be comparable with a size of the population 
(existing or assumed), and the objects involved in the process 
of sequential comparison must be distributed homogeneously 
among the population.  

When the price 0S  is close to the minimum of price range 
the probability p  to select the next object more expensive (i.e. 
probability p  of the event { }01 SS > ) is greater than the 
probability q  to take the next object more cheap (the event 
{ }01 SS < ). At the same time, the lower (closer to the left 
bound of the range) the price 0S  is chosen, probability p  
more exceeds the probability q . 

This way we assume dependence ( )0Spp = , ( )0Sqq = . Let 
us also note that when the selection of starting comparison 
price 0S  is random, it becomes dependent on the number of 
objects N  and consequently we have dependence of 
probabilities p  and q  on N . We assume the simple 
“logarithmically symmetrical” structure of the coefficients of 
comparison, i.e. UD /1= . 

For the further constructs, we use the following key 
stochastic lemma of “universal type”. 

Let random variables ( )jη , Ν∈j , be independent, 

identically distributed with zero mean and have a distribution 
dependent on a give natural n  (arbitrary, but fixed). We 
normalize the random variables η  standardly for CLT (Central 

                                                                                                     
3 We consider price for 1 square meter. 
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Limit Theorem): ( ) jj n ηξ /1= , Ν∈j . We introduce the 

random variables ξ  and η  for denotation of the law of 
distribution of 1ξ  and 1η , respectively. 

Further denotes and interpretation is as follows: the random 
variables as ( )jξ    represent corresponding centered (i.e. after 

the subtraction of relevant expectations) logarithms of 
coefficients of comparison of the type Yln  and the number of 
these coefficients of comparison is n . The constant nC , 
introduced in formula (3) below is the sum of expectations of 
logarithms (accumulated expectation of logarithms) of 
coefficients of comparison of the type Yln . 

By the sequence of nξξξ ,,, 21   we construct a continuous 
random broken line of the following type:  

  [ ]
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where [ ]Tt ,0∈ , terminal ∞<T , аnd nC  is a constant, 
dependent only on n . It is obvious that there exists a natural 
one-to-one map between the broken lines ( )ng  and the 
sequences ( )nξξξ ,,, 21  . 

Lemma 1. Let ∞<Ε 2η . Let random variables ( )njj ξξ = , 

nj ,,1= , and the constants nC , nσ  satisfy the following 
conditions, as ∞→n , 
(i)        ;0)(1 =Ε nξ   

(ii)        

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(iii)        ))1(1(
=

+= оCСn , 

where real C  and 0>σ  are constants independent of n . 
Then the finite-dimensional distributions of random broken 
lines ( )ng  weakly converge, as ∞→n , to finite-dimensional 
distributions of the random process CtWt +σ , [ ]Tt ,0∈ , where 

tW  is the standard Brownian motion.  
Detailed proof of Lemma 1 see in section 4. 
Corollary 1 of Lemma 1. The sequence ( ){ }( )Tgnexp  

converges in distribution, as ∞→n , to the Log Normal 
random variable ( ){ }1,0exp Ν+σC .  

Remark 1 to Lemma 1. Parameter [ ]Tt ,0∈  in the 
formulation of Lemma 1 one naturally interprets as a 
continuous time of execution of the process of comparisons. 
Involving more and more objects in the process of 
comparisons, fulfilling the conditions of homogeneity, we 
obtain (in limit) the process of Brownian motion for the 
logarithm of prices with the following main parameter: process 
of linearly accumulating volatility { }tWDt σσ =2 , [ ]Tt ,0∈ . In 
the case of non-homogeneity, dependence the volatility on 
time is ( )t22 σσ =  (but it must be bounded in the mean-square 

sense) and dependence of the mean on time is ( )tCC = . Thus 
we obtain the convergence of logarithms of price to the 
process 

   ∫ ∫+
t t

udWudС
0 0

2 )()( συυ , Tt ≤≤0 ,      (4) 

where udW  – is a standard Gaussian “white noise”. In this 
case the process of accumulated volatility is the integrated 
volatility as a function on upper limit t  of integrals in (4). 

Remark 2 to Lemma 1. Let for every natural n  and for 

some 0>δ  the moment ∞<Ε +δη 2 . Suppose that  

(iv)       )()( 2/
1

rr nOn −

=
=Εξ ,     1>r . 

In clause (iv) it is not necessary to suppose the existence of all 
moments. It is to be understood that for every 1>r , such that 

( ) ∞<rnE 1ξ , condition (iv) is satisfied. Naturally, all 
δ+≤ 2r  will satisfy (iv). Under assumptions (i)-(iii) of 

Lemma 1 and assumption (iv) the continuous random broken 
lines ( )ng  weakly converge, as ∞→n , in the functional 
space of continuous functions [ ]TC ,0 , to the random process 

CtWt +σ , [ ]Tt ,0∈ , where tW  is the standard Brownian 
motion. Thus, under assumptions (i)-(iv) functional limit 
theorem is fulfilled. 

III. A PROCESS OF SEQUENTIAL COMPARISONS AND THE 
CORRESPONDING STOCHASTIC MODEL FOR PRICE ESTIMATION 
Let us write down the structure of comparison step by step: 
        11 ++ = jjj YSS ,  Nj ≤ ,      (5) 

where ( )jY , Nj ,,1= , – the sequence of i.i.d. random 
variables with the following distribution (given by the random 
variable Y ) 
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Suppose that NuU /1=  for any u  which is a slowly 
varying variable with respect to N  ( u  is a constant, for 
instance). 

Put 

jj Yln' =ξ ,     Nj ≤ .    (7) 

then 

jjjjj YY lnln'' Ε−=Ε−= ξξξ ,  Nj ≤ .    (8) 

Put (in the notations for Lemma 1) Nn = . 
Let us suppose that the first and second central moments are 

as follows ( ∞→N )  
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Here, the conditions of Lemma 1 are satisfied. In formulation 
of Lemma 1 we take 1=t , denote ( )NCC jjj ==Ε 'ξ , and 

conclude that logarithms of prices ( )jξ  converges (weakly) to 

a normal distribution, as ∞→N , 
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Remark 1. Let us note that in the limiting expression (10) 
the distribution of the comparison coefficient of type Y  does 
not necessarily belong to a binary distribution law. The only 
requirement is that the conditions of Lemma 1, related to 
independence and moments, are satisfied. Therefore, we can 
talk about the invariance of the method of proof as regards to 
the selection of law of distribution of comparison coefficients. 

Remark 2. Due to Lemma 1, accumulated sums converge to 
the Brownian motion and we obtain a Log Normal distribution 
in the case when we have sub-sample or increased sample 
volume as [ ]tN , ∞<<< Tt0 , [ ]⋅  denotes integer part. The 
only important thing here is that the coefficients of comparison 
must be independent and homogeneously small in certain 
terms. In such cases, we only have the change in variance of 
normal distribution of the logarithm in accordance with the 
properties of the standard Brownian motion, tWD t = , 0≥t . 
In the case of non-homogeneity, we have a corresponding 
diffusion process with an accumulated volatility (See Remark 
to Lemma 1). 

Remark 3. It is well known that convergence in distribution 
does not necessitate the convergence of moments (expectation, 
variance) and some other properties of the distribution. 
However, such moment characteristics will converge (under 
condition of weak convergence of distribution) in case, when 
they are uniformly bounded. This condition is automatically 
fulfilled for our model, since the logarithms of all prices are 
bounded by a single constant, which can be very large. 

Let us consider the following problem of invariance of 
probabilities in distribution (6) of the coefficients ( )jY  in (5), 

with respect to selection of the primary object with the initial 
price 0S  in our process of comparison. We apply known the 
elementary formulae for the variance and expectation of binary 
random variables and calculate the moments of the random 
variables of type '

jξ   

,ln)12(lnln' UpDdUpj −=+=Εξ  Nj ≤ ,   (11) 

( ) 22' ))(ln1(4lnln UpppqDUDD jj −=−== ξξ  (12) 

Setting equal the expectation (11) and variance (12) to the 

corresponding expressions in (9) we derive, neglecting 
members of smaller level (as ∞→N ), the following system 
of two equations (with respect to unknown p  and 0S ) 
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We divide in (13) the first equation by the second equation 
and obtain the following Proposition 1, which relates 
probability p  to the coefficient of relative risk R , determined 
by (2), (and accordingly: p  to 0S  in the case of known values 

of the parameters µ  and 2σ ) 
Proposition 1. The probability of increase in price p  in the 

process of sequential comparisons depends only on the 
coefficient of relative risk and the quantity of objects of 
comparison: 

( )
N
RS

Npp
pp

=
−

=
−

−−
σ

µ 0ln1
)1(

1
2
1      (14) 

Comments to Proposition 1. Equation (14) has a term, 
decreasing to zero with the rate of square root from N . This is 
a result of application of the CLT to the sequence of Bernoulli 
trials: deviation of number of successes from the expected 
number of successes falls within the interval proportional to 
the square root from N .  

Let us denote the left-hand side in (14) as a function ( )pl , 
where ( )1,0∈p . Consider behavior of this function 
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12
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Note that the function ( )pl  is continuous (moreover, infinitely-
differentiable), with strictly monotone growth, tending to 
minus infinity as 0→p , equals zero when 2/1=p  (i.e. in the 
case of the symmetrical random walk) and tends to plus 
infinity as 1→p . This shows that in equation (15) we have a 
unique solution ( )1,0∈p  for the case of any real left part. 

Moreover, when the values of parameters µ  and 2σ and the 
sample volume N  are known (or given), we can calculate 

( )0Spp =  for any positive value of 0S , – and conversely. 
Since we are working with a sample (of real estate prices), we 
have the volume N  of the sample, therefore we can always 
compute sample mean and sample variance, put them into (14) 
instead of µ  and 2σ , respectively and obtain a straight 
(calculable) ratio between 0S  and ( )0Spp =  due to (15). 
Note, that D.Bilkova ([12], [13]) solves a problem of 
estimation of parameters ( )σµθ ,,  for the distribution X  
(defined by (1)) with a shift 0>θ , 

)}1,0()lnexp{( 00 Ν+−+= σµθθ SSX ,   (16) 
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Author of these papers suppose that “Three-parametric Log 
Normal distribution was a fundamental theoretical distribution 
for estimations of individual data on net annual household 
income”. So, it may follow from the fact of Log Normality of 
prices of the corresponding houses. 

We also remark the average price for gBm over the interval 
[ ]T,0  has a quite large correlation R  with respect to the price 

TS . It follows from the results of B.J.C.Baxter and 
R.Brummelhuis [14]: 

“The correlation coefficient R  is typically close to unity: 
typical values of µ , σ , and T  produce values of R  in the 
0.8-0.9 range.” 

This results of B.J.C.Baxter and R.Brummelhuis allows us 
to conclude, that our model has (in some weak sense) an 
ergodic property which connect the statistical average value 
(over the ensemble of objects of comparisons) with the price 
of “a typical object”. 

IV. DETAILED PROOF OF LEMMA 1 
Let ( )xf  a characteristic function of distribution of the 

random variable 1ξ . First we note that under conditions (i), (ii) 
for any fixed real x  the following standard decomposition (as 
for CLT) is valid 

( ) 





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n
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n
Txf 1

2
1ln 2

2σ ,   ∞→n .   (17) 

Let us consider an arbitrary (not necessary uniform) 
partition of interval [ ]T,0  which is given by the points 

Tttt m <<<= 100 , Ν∈m . We calculate distribution of the 
random vector with the components equal the values at these 
points of the random broken line ng   

( ) ( ) ( )( ),,,1 mnnn tgtgm 

∆
== ϕϕ         (18) 

where ( )( )tgn , Ν∈n , are defined by (3). For simplicity 
further we omit the index n  in denotations of the random 
function ( ) ( )tgtgn = . 

Let us denote *
jt , mj ,,1= , the nearest (from the left side 

to the point jt ) node of the uniform partition with the rank n  

of the interval [ ]T,0 : 
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here { }a  denotes the fractional part of a number a . It is not 
difficult to derive from (3) the following equality 
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Since the first term in the right part of this equality is 
uniformly (by n ) bounded by 1, and the second term has the 
expectation and the variance tending to zero (as ∞→n ), so 
thanks the classical Cnebyshev inequality we easy establish the 
following convergence in probability 

( ) ( ) →− P
jj tgtg * 0,  ∞→n ,       (21) 

Note, that convergence in distribution to a constant includes 
the corresponding convergence in probability. 

So we conclude that if the vector ϕ  has a limit distribution, 
then this distribution coincides with the limit distribution of 
the following random vector  
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where [ ]Tntk jj /
∆
= , mj ,,1= . 

Let us consider the random vector ψ  with components 

which are equal to increments of the vector *ϕ : 

( ) ( )mn ψψψψ ,,1 
∆
==         (23) 

with the corresponding components, mj ,,1= , 
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It is obvious that 
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Moreover, ( )mψψ ,,1   are independent random variables, and 
even more: each component of the vector ψ  consists of sums 
of independent random variables. Thus for any mj ,,1=  the 
characteristic function jf  of the random variable jψ  may be 

written in the following form  
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where ( )xf , ℜ∈x , is a characteristic function of the random 
variable 1ξ .  

Since the following limit is obvious for mj ,,1=  

( ) 11lim −−
∞→

−=− jjjjn
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n
Tkk ,      (27) 

then for every fixed ℜ∈x  for the characteristic function 
( )xf j  for every mj ,,1=  the following limiting relation is 

valid 

( ) ( ){ } ( )












−−−= −−
∞→

2
1

2

1 2
expexp;lim xttttxCinxf jjjjnjn

σ .(28) 

Here we apply the limit relation (iii) for the sequence ( )nC  
from assumptions of Lemma 1, and we also use the 
representation of logarithm of the characteristic function  

( )xf  of the random variable 1ξ . 
Next step we apply a classical theorem on the continuous 

correspondence between characteristic functions and 
distributions, and we derive that distributions of the random 
vector ψ  (indexed by n ) weakly converge, as ∞→n , to the 
m -dimensional normal distribution with the vector of the 

corresponding expectations 
( )Ctttttt mm 11201 ,,, −−−−  ,      (29) 
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and the matrix of covariances 
( )1

2
−− jjij ttσδ ;  mji ,,1, = ,    (30) 

where 0=ijδ , as ji ≠ , and 1=ijδ , as ji = , – denotes the 

Kronecker symbol.  
Finally, we examine a proximity of the vectors ϕ  and *ϕ . 

It is easy to obtain that their distributions coincides up to an 
infinitely small term, as ∞→n . At the same time, the vector 

*ϕ  one can construct from the vector ψ  by summing up of 
independent components (of ψ ), so it is not difficult to 

calculate the joint limit distribution of the vectors ϕ  and *ϕ . 
It is: m -dimensional gaussian distribution with the vector of 
means ( )Ctt m,,1   and the covariance matrix ( )ji tt ,min2σ , 

mji ,,1, = . 
The obtained characteristics fully corresponds to the well 

known characteristics of finite dimensional distributions of the 
(gaussian) Wiener process with the scale parameter σ  and the 
shift tC . Therefore, we establish the following fact of 
convergence. Finite dimensional distributions of the process 
defined by the random broken lines ( )tgn , weakly converge, 
as ∞→n , to the finite dimensional distributions of the 
process 

tCWt +σ ,  [ ]Tt ,0∈ ,       (31) 
where tW  – is a standard Wiener process (Bm). Lemma 1 is 
proved. 

V. NUMERICAL RESULTS 
The splitting of Saint-Petersburg city into administrative 

districts shows that the municipal districts have significantly 
homogenous residential real estate units. As a result, the 
distributions of price for one square meter in these districts one 
can represent by the Log Normal Distribution Law.  

Applications of the introduced model we illustrate by the 
following examples for real estate prices on offer, dated 
31.03.2014, for several regions of Saint-Petersburg city. 

In Fig.1 below one can see the histogram and fitting curve 
of density of the Log Normal distribution for the Admiralty 
district of Saint-Petersburg. Corresponding statistic values: 
volume of the sample: 403=N ; estimated parameters of Log 
Normal law: 57.4=µ , 226.0=σ ; arithmetic average over 
the sample: 99.799 thousand RUR per 1 m2; estimated market 
value (mode of the Log Normal approximation): 91.983 
thousand RUR per 1 m2; p-value for the Kolmogorov-Smirnov 
test of fit: 0.3245. 

 

 
Fig.1. Admiralty district of Saint-Petersburg. 

 
In Fig.2 below one can see the histogram and fitting curve 

of density of the Log Normal distribution for the Central 
district of Saint-Petersburg. Corresponding statistic values: 
volume of the sample: 560=N ; estimated parameters of Log 
Normal law: 921.4=µ , 34.0=σ ; arithmetic average over 
the sample: 145.000 thousand RUR per 1 m2; estimated market 
value (mode of the Log Normal approximation): 122.168 
thousand RUR per 1 m2; p-value for the Kolmogorov-Smirnov 
test of fit: 0.3038. 

 

 
Fig.2. Central district of Saint-Petersburg. 

 
In Fig.3 below one can see the histogram and fitting curve 

of density of the Log Normal distribution for the 
Vasileostrovsky district (Vasilevsky Island) of Saint-
Petersburg. Corresponding statistic values: volume of the 
sample: 697=N ; estimated parameters of Log Normal law: 

669.4=µ , 23.0=σ ; arithmetic average over the sample: 
109.448 thousand RUR per 1 m2; estimated market value 
(mode of the Log Normal approximation): 101.099 thousand 
RUR per 1 m2; p-value for the Kolmogorov-Smirnov test of 
fit: 0.110. 

 

 
Fig.3. Vasileostrovsky district of Saint-Petersburg. 

 
In Fig.4 below one can see the histogram and fitting curve 

of density of the Log Normal distribution for the Stalin period 
buildings in Saint-Petersburg. Corresponding statistic values: 
volume of the sample: 647=N ; estimated parameters of Log 
Normal law: 606.4=µ , 20.0=σ ; arithmetic average over 
the sample: 102.105 thousand RUR per 1 m2; estimated market 
value (mode of the Log Normal approximation): 96.159 
thousand RUR per 1 m2; p-value for the Kolmogorov-Smirnov 
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test of fit: 0.342. 
 

 
Fig.4. Stalin period buildings in Saint-Petersburg. 

 

VI. CONCLUSION 
A simple analysis of the constructed above stochastic model 

and the resulting formulae enable us to make the following 
important practical conclusions. 

Conclusion 1. The mean of Log Normal law of distribution 
is ( )2/exp 2σµ + , and the mode is ( )2exp σµ −  and it is easy 
to see that the ratio of mean to the mode is not dependent on 
µ , it is always greater than 1 and equals ( )( )22/3exp σ . 
Expanding the exponent, at small values of σ  we obtain that 
this value is asymptotically equal to 2)2/3(1 σ+ . It means that 
the usage of arithmetic averages for the evaluation of market 
value (most probable value – is mode!) leads to systematic 
error tending to overstating, expressed in the relative error: 

( )( ) 12/3exp 2 −σ  (×100%). For example when 258.0=σ  the 
systematic error is about 10.5%. 

Conclusion 2. Sometimes in surveys instead of arithmetic 
average (estimation of expectation) is used geometric average 
(estimation of median). Since the median of Log Normal law 
equals ( )µexp , therefore the ratio of median to mode does not 

depend on µ , is always greater than 1 and equals ( )2exp σ . 
Expanding the exponent in series we obtain, under small σ , 
that the examined ratio is asymptotically equal to 21 σ+ . It 
means that the usage of geometric averages to estimate market 
value leads us to systematic error tending to overstating, 
expressed in the relative error: ( ) 1exp 2 −σ  (×100%). 
Particularly, when 258.0=σ  the systematic error is about 
6.9%. 

APPENDIX 

Graphic of the function ( )pl  

 
 

Fig.5. Graphic of the function l. 
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