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Abstract - A construction (behavior algorithm) of a 

finite stochastic automaton functioning in a stationary random 
environment with three classes of reactions (encouragement, 
punishment, indifference) is proposed. Using the methods of 
the theory of random walks, formulas are obtained for the 
generating function of the probability of changing the action 
and for calculating the probability characteristics of the 
behavior of an automaton. The convergence of sequences of 
finite automata (when the memory of the automaton n → ∞) to 
the corresponding infinite automaton (with a countable number 
of states) of a similar structure is established and given a 
classification of his possible behavior in this stationary random 
environment. 
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I. INTRODUCTION 

The problem of finding the optimal choice from a finite 
set of alternatives with random reinforcement under conditions 
of a priori uncertainty of both the object itself and its 
environment was formulated by M.L. Tsetlin as a problem of 
the behavior of a finite automaton in a random environment 
[1]. The environment in the simplest case reacts to the actions 
of an automaton with two methods: either "punishes", or 
"encourages" the automaton with some probabilities. The 
automaton a priori information about the environment does not 
have and its structure must provide some property of 
symmetry: for an identical sequence of input signals coming in 
using different actions, the automaton must behave identically. 
The automaton, on the analysis of signals coming from the 
external environment, implements a certain learning algorithm, 
the result of which is the choice of the action for which the 
probability of receipt of a "punishes" is minimal (this action is 
considered optimal).   

It should be noted that both in [1] and in the works of 
other authors [see, for  example, 2,3], the study of the behavior 
of automata in stationary random environment is based on the 
study of the final probabilities chains of Markov describing the 
functioning of automata in these environment. This approach 
to the study of the behavior of automata in a random 
environment led to the fact that the individual behavior of 
automata was not fully and strictly studied, in particular, there 
was no complete classification of the possible asymptotic 
behavior of automata in stationary random environment. Such 
an analysis turned out to be possible due to the investigation of 
the behavior of infinite (with a countable number of states)  
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stochastic   automata  the  finding  adequate  to  this behavior 
of a mathematical apparatus that is  and the determination of 
the convergence (in a reasonable sense) of sequences of finite 
automata to their corresponding infinite automata [4]. In the 
implementation of this task, an essential role is played by such 
statistical characteristics of the behavior of the automaton as 
the probability of changing (ever) the action and the average 
time before the change of action [4]. With the help of these 
characteristics, a complete classification of the possible 
behavior of automata in a random environment is possible. 
However, the construction of the automaton, which is the best 
for some feature in all environments, practically does not exist. 
Therefore, it is important to construct new designs and develop 
analytical and numerical methods for finding statistical 
characteristics of the behavior of wide classes of automata that 
can be used to solve various practical problems. 

In this paper a construction (algorithm of behavior) is 
proposed of a stochastic automaton functioning in a stationary 
random environment with three classes of reactions 
(encouragement, punishment, indifference). Formulas for the 
generating function of the probability of a change in the action 
are obtained and for calculating the probability characteristics 
of the behavior of the automaton. Is establish the convergence 
of sequences of finite automata (when the memory of the 
automaton n → ∞) to the corresponding infinite automaton 
(with a countable number of states) of a similar structure is 
established and given a classification of his possible behavior 
in this stationary random environment. 

 
II. THE FUNCTIONING OF A FINITE STOCHASTIC 

AUTOMATON ௞ܶ௡,௞ሺ݈,݉;  ሻ IN A TERNARYߝ
STATIONARY RANDOM ENVIRONMENT  

 
We consider the stochastic automaton  ௞ܶ௡,௞ሺ݈,݉;  ,ሻߝ

where 0 ൑ ߝ ൑ 1, and ݈ and ݉ are positive integers. The 
automaton has  ݇݊ (݊ ൌ 	݈ ൅ ݉ െ 1ሻ internal states           

ሺ௡ሻܮ ൌ ⋃ ௜ܮ
ሺ௡ሻ௞

௜ୀଵ ఈܮ ,
ሺ௡ሻ ∩ ఉܮ

ሺ௡ሻ ൌ ,ߙ ,∅ ߚ ൌ 	1, ݇തതതതത	, ߙ ്  and can ߚ

perform  ݇ actions ܨ௞ ൌ ሼ ଵ݂, ଶ݂, . . . , ௞݂ሽ. All subsets (region) of 

states   ܮఈ
ሺ௡ሻ, ߙ ൌ 1, ݇തതതതത are isomorphic and have the same 

number of elements ݊. In the states of the region ܮఈ
ሺ௡ሻ, the 

automaton commits the action ఈ݂ and from any subset of states  

ఈܮ
ሺ௡ሻ ∈  ሺ௡ሻ  it is possible to go to any other subset of statesܮ

ఉܮ
ሺ௡ሻ, ߙ ്  We will consider only cyclic transitions from the .ߚ

states of the subset  ܮఈ
ሺ௡ሻ in the states of the subset ܮఈାଵ

ሺ௡ሻ             

(symbolically ܮఈ
ሺ௡ሻ → ఈାଵܮ

ሺ௡ሻ , whereܮ௞
ሺ௡ሻ → ଵܮ

ሺ௡ሻ). It is a 
deterministic search of all actions in a row.  
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Let the stochastic automaton ௞ܶ௡,௞ሺ݈,݉;  ሻ  be placed inߝ
a stationary random environment ܥሺܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,   .௞ሻݎ
This means that the output signals (actions) ఈ݂ of the 
automaton ௞ܶ௡,௞ሺ݈,݉;  ,ܥ ሻ  are input signals for some deviceߝ
which reacts to the actions of the automaton   by the response 
reactions ܵ, which in turn are input signals for the automaton. 
The automaton, so to speak, uses them to decide on further 
actions. 

We assume that all possible reactions ܵ߳൛ݏଵ, ,ଶݏ … ,  ௚ൟݏ
of  the environment ܥ, in contrast to [1-4], are perceived by the 
automaton as belonging to one of three classes-the class of 
favorable reactions (encouragement, ݏ ൌ ൅1 ), the class of 
adverse reactions (punishment, ݏ ൌ െ1) and the class of 
neutral reactions (indifference, ݏ ൌ 0). Within each of these 
classes of reactions of the medium C for the automaton are 
indistinguishable. 

We define the functioning of the automaton 
௞ܶ௡,௞ሺ݈,݉;  ሻ  in the stationary random environmentߝ
,ሺܽଵܥ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,    .௞ሻ  as followsݎ

Definition1. We say that the automaton ௞ܶ௡,௞ሺ݈,݉;   ሻߝ
functions in a ternary stationary random environment 
,ሺܽଵܥ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  ௞ሻ  if the actions of the automaton andݎ
the values of the input signal is connected as follows: if the 
automaton performs the action  ఈ݂	൫ߙ ൌ 1, ݇തതതതത൯, then the 
medium ܥ forms the value of the signal ݏ ൌ ൅1  at the input of 

the automaton with the probability ݍఈ ൌ
ଵି௥ഀ ା௔ഀ

ଶ
ݏ  ; ൌ െ1  

with the probability  ݌ఈ ൌ
ଵି௥ഀ ି௔ഀ

ଶ
   and the value of the signal  

ݏ ൌ 0  with the probability  ݎఈ ൌ 1 െ ఈݍ െ ߙ)  ఈ݌ ൌ 1, ݇തതതതതሻ.       
Here the quantity ܽఈ ൌ ఈݍ െ | (|ܽఈ	ఈ݌ ൏ 1 െ    has	ఈሻݎ

the meaning of the mathematical expectation of the payoff for 
the action  ఈ݂  in the environment ܥሺܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  .௞ሻݎ
For definiteness, we assume that  ܽଵ ൐ ܽଶ ൒ ⋯ ൒ ܽ௞ , i.e. the 
action of the automaton  ଵ݂ with the average of the payoff  ܽଵ 
in the environment  ܥሺܽଵ, ;ଵݎ ܽଶ, …;ଶݎ ; ܽ௞,  .௞ሻ  is optimalݎ

We define the tactic of behavior of the stochastic 
automaton  ௞ܶ௡,௞ሺ݈,݉;  ሻ  in the ternary stationary randomߝ
environment  ܥሺܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,   .௞ሻ  as followsݎ

Let the automaton be in the states   ݔ ൌ ሼ1,2, … , ݈ െ
1, ݈, ݈ ൅ 1,… ݈ ൅ ݉ െ 1ሽ  of the domain ܮఈ

ሺ௡ሻ. At the signal  ݏ ൌ
0, the automaton passes from the state  ݔ ൌ ݅  to the state  ݔ ൌ
݈ ൅ 1 (݅ ൌ 1, ݈തതതതሻ and from the state  ݔ ൌ ݈ ൅ ݅  to the state ݔ ൌ
݈ ൅ ݅ ൅ 1  ሺ݅ ൌ 1,݉ െ 2തതതതതതതതതതതሻ; at the signal ݏ ൌ െ1, the automaton 
passes from  the state  ݔ ൌ ݈ ൅ ݅	 to the state  ݔ ൌ ݈ െ 1 ሺ݅ ൌ
1,݉ െ 1തതതതതതതതതതതሻ, and from the state  ݔ ൌ ݅  to the state  ݔ ൌ ݅ െ 1 
ሺ݅ ൌ 2, ݈തതതതሻ;  at a signal  ݏ ൌ ൅1 all states with probability  ߝ go 
into themselves or with probability  1 െ ݔ go to the state ߝ ൌ ݈. 
The change in the actions of the automaton occurs from the 
state  ݔ ൌ 1   and   ݔ ൌ ݈ ൅ ݉ െ 1. These states pass to the 

state  ݔ ൌ ݈  of the region  ܮఈାଵ
ሺ௡ሻ  at the signals ݏ ൌ െ1  and   

ݏ ൌ 0   respectively (Fig. 1).  
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Fig.1. The graph of transitions between the states of the  

automaton  ௞ܶ௡,௞ሺ݈,݉; ఈܮ  ሻ  in the regionࢿ
ሺ௡ሻ,   ߙ ൌ 1, ݇തതതതത  at the 

signal  ݏ ൌ ݏ			,0 ൌ െ1, ݏ ൌ ൅1. 
 

Thus, the automaton  ௞ܶ௡,௞ሺ݈,݉;  ሻ  has one input andࢿ

two outputs: the input state in the region   ܮఈ
ሺ௡ሻ, ߙ ൌ 1, ݇തതതതത  is the 

state with the number  ݔ ൌ ݈ (light circle), and the output state 
is states with numbers   ݔ ൌ 1 and   ݔ ൌ ݈ ൅ ݉ െ 1 (black 
circles). 

Note that the behavior of the deterministic automaton  
௞ܶ௡,௞ሺ݈,݉; ߝ  ሻ atߝ ൌ 0  was studied    in [5] for a binary 

stationary random environment (encouragement, punishment), 
and in [6] - for a ternary stationary random environment 
(encouragement, punishment, indifference).  

To study the possible behavior of an automaton in a 
stationary random environment  ܥሺܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  ௞ሻ,  areݎ
the initial ones the following statistical characteristics of the 

behavior [4] : the probabilities  ߪ௫,ఈ
ሺ௡ሻ change (ever) the action 

ఈ݂ and the mathematical expectations of the random time ߬௫,ఈ
ሺ௡ሻ  

before the change of the action  ఈ݂ at the start from the state  

ݔ ∈ ఈܮ
ሺ௡ሻ,  ߙ ൌ 1; ݇തതതതത.   
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We denote by  ݑ௫,ௗ
ሺ௡ሻ  the probability that the automaton   

௞ܶ௡,௞ሺ݈,݉;  ሻ at the instant  ݀ changes for the first time theࢿ
action   	 ఈ݂, starting from any state numbered  ݔ of the domain  

ఈܮ
ሺ௡ሻ. 

In what follows we will consider the behavior of the 

automaton in some region   ܮఈ
ሺ௡ሻ and the index ߙ, for reduce the 

entries, omit. 
Taking into account the behavior of the automaton 

௞ܶ௡,௞ሺ݈,݉;  ሻ in a stationary random environmentࢿ

,ሺܽଵܥ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞, ௫,ௗݑ ௞ሻ, with respect to the probabilitiesݎ
ሺ௡ሻ 

,  we obtain the following difference equation 

௫,ௗାଵݑ
ሺ௡ሻ ൌ ௫ିଵ,ௗݑ݌

ሺ௡ሻ ൅ ௟ାଵ,ௗݑݎ
ሺ௡ሻ ൅ ሺ1 െ ௟,ௗݑݍሻߝ

ሺ௡ሻ ൅ ௫,ௗݑݍߝ
ሺ௡ሻ,    (1)                   

ݔ ൌ 1,2, … ݈, 
௫,ௗାଵݑ
ሺ௡ሻ ൌ ௟ିଵ,ௗݑ݌

ሺ௡ሻ ൅ ௫ାଵ,ௗݑݎ
ሺ௡ሻ ൅ ሺ1 െ ௟,ௗݑݍሻߝ

ሺ௡ሻ ൅ ௫,ௗݑݍߝ
ሺ௡ሻ,		   (2)  

ݔ ൌ ݈ ൅ 1,… , ݈ ൅ ݉ െ 1, 
݀ ൌ 0,1,2,			.			.			.  

and the boundary conditions following from the probabilistic 

meaning of  ݑ௫,ௗ
ሺ௡ሻ 

଴,଴ݑ    
ሺ௡ሻ ൌ ௟ା௠,଴ݑ			,1

ሺ௡ሻ ൌ 1, ௫,଴ݑ
ሺ௡ሻ ൌ ݔ∀    	0 ് 0, ݈ ൅ ݉.       (3)                                   

Multiplying (1) and (2) by  ݖௗାଵ and summing over all   
݀ ൌ 0,1,2,			.			.			. , with respect to the generating function of 
the probability of changing the action 

ܷ௫
ሺ௡ሻሺݖሻ 	ൌ ෍ݑ௫,ௗ

ሺ௡ሻ
ஶ

ௗୀ଴

 ௗݖ

from  (1) - (3) we obtain the boundary value problem 

ܷ௫
ሺ௡ሻሺݖሻ ൌ ௫ିଵܷݖ݌

ሺ௡ሻ ሺݖሻ ൅ ݖݎ ௟ܷାଵሺݖሻ ൅         (4) 

   ൅ሺ1 െ ݖݍሻߝ ௟ܷ
ሺ௡ሻሺݖሻ ൅ ௫ܷݖݍߝ

ሺ௡ሻሺݖሻ, 
ݔ ൌ 1,2, …,݈, 

ܷ௫
ሺ௡ሻሺݖሻ ൌ ሻݖ௫ାଵሺܷݖݎ ൅ ݖ݌ ௟ܷିଵ

ሺ௡ሻሺݖሻ ൅            (5) 

൅ሺ1 െ ݖݍሻߝ ௟ܷ
ሺ௡ሻሺݖሻ ൅ ௫ܷݖݍߝ

ሺ௡ሻሺݖሻ,		         
ݔ ൌ ݈ ൅ 1,… , ݈ ൅ ݉ െ 1, 
ܷ଴
ሺ௡ሻሺݖሻ ൌ 1	,			 ௟ܷା௠

ሺ௡ሻ ሺݖሻ ൌ 1.                    (6) 
From (4) - (6) we finally obtain that for the generating 

function   ௟ܷ
ሺ௡ሻሺݖሻ  the   actions change of the automaton  

௞ܶ௡,௞ሺ݈,݉;  ሻࢿ

௟ܷ
ሺ௡ሻሺݖሻ ൌ ଵ݂ሺݖሻ ൅ ଶ݂ሺݖሻ

1 െ ݖ ൅ ݃ଵሺݖሻ ൅ ݃ଶሺݖሻ െ ݃ଷሺݖሻ
,																					ሺ7ሻ 

where 

ଵ݂ሺݖሻ ൌ ሺ1 െ ݖఈ݌ െ ሻݖఈݍߝ ఈܲ
௟ሺݖሻሾ1 െ ܴఈ௠ሺݖሻሿ,		 

ଶ݂ሺݖሻ ൌ 	 ሺ1 െ ݖఈݎ െ ሻሾ1ݖሻܴఈ௠ሺݖఈݍߝ െ ఈܲ
௟ሺݖሻሿ, 

݃ଵሺݖሻ ൌ ሺ1 െ ఈ݌ െ 	ݖఈሻݍߝ ఈܲ௟ሺݖሻ,						 
	݃ଶሺݖሻ ൌ ሺ1 െ ఈݎ െ  ,ሻݖఈ௠ሺܴ	ݖఈሻݍߝ

݃ଷሺݖሻ ൌ ሾ1 ൅ ሺ1 െ ሻݖܴఈ௠ሺ	ሿݖఈݍሻߝ2 ఈܲ
௟ሺݖሻ, 

ఈܲሺݖሻ ൌ
௣ഀ௭

ଵିఌ௤ഀ௭
	,					ܴఈሺݖሻ ൌ

௥ഀ ௭

ଵିఌ௤ഀ௭
ߙ							,	 ൌ 1; ݇തതതതത.  

The functioning of the finite automaton   ௞ܶ௡,௞ሺ݈,݉;  ሻࢿ
in the environment ܥሺܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  ௞ሻ is described by aݎ
homogeneous ergodic finite Markov chain. For finite automata 

the probabilities   ߪ௫,ఈ
ሺ௡ሻ  of the change of action  ఈ݂  are equal to 

one, and the mean times  ߬௫,ఈ
ሺ௡ሻ  are finite in any non-degenerate  

ሺ∣ ܽఈ ∣് 1 െ ,ሺܽଵܥ ఈሻ environmentݎ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  .௞ሻݎ

Consequently, according to [4], the optimality of the behavior 
of a finite automaton is excluded and the quality of its behavior 
is determined by the degree of expediency of its functioning.  

Definition2. Following [4], the automaton  
௞ܶ௡,௞ሺ݈,݉;  ሻ  has statistically expedient behavior in aࢿ

stationary random environment  ܥሺܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,    ௞ሻ  ifݎ
௟,ଵߪ ൏ ௟,ଵߪ   ௟,ఈ and forߪ ൌ ௟,ఈ,  ߬௟,ଵߪ ൐ ߬௟,ఈ ,  ߙ ൌ 	2, ݇തതതതത.  If   
௟,ଵߪ ൌ ௟,ఈ,   ߬௟,ଵߪ ൌ ߬௟,ఈ,  ∀ݔ, ߙ ൌ 	2, ݇തതതതത, then the automaton is 
called indifferent, and if  ߪ௟,ଵ ൐  ௟,ఈ, then the behavior of theߪ
automaton is non-expedient. 

We note that the statistical characteristics of the 

behavior of the automaton   ௞ܶ௡,௞ሺ݈,݉; ௟,ఈߪ -  ሻࢿ
ሺ௡ሻ  and  ߬௟,ఈ

ሺ௡ሻ  are 
calculated with the help of the generating functions (of course, 
under the corresponding conditions) by formulas 

௟,ఈߪ
ሺ௡ሻ ൌ ௟ܷ

ሺ௡ሻሺݖሻ
ല௭ୀଵ

ൌ 1,    

 

߬௟,ఈ
ሺ௡ሻ ൌ

݀ ௟ܷ
ሺ௡ሻሺݖሻ

ݖ݀
│௭ୀଵ ൌ

ሾ1 െ ఈܲ
௟ሺ1ሻሿሾ1 െ	ܴఈ௟ ሺ1ሻሿ

ଵ݃ሺ1ሻ ൅ ݃ଶሺ1ሻ െ ݃ଷሺ1ሻ
൏ ∞, ሺ8ሻ 

ߙ ൌ 1; ݇തതതതത. 
 

III.   THE FUNCTIONING OF AN INFINITE           
STOCHASTIC AUTOMATON ௞ܶሺ݈, ݉;  ሻ  INߝ

A TERNARY STATIONARY RANDOM 
ENVIRONMENT 

 
Let us now consider the functioning of the infinite (with 

a countable number of states) counterparts ௞ܶሺ݈, ݉;  ሻ of theࢿ
automaton  ௞ܶ௡,௞ሺ݈,݉;   ሻ in a stationary random environmentࢿ
,ሺܽଵ࡯ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞, ߙఈ ሺܮ  ௞ሻ, the subsets of statesݎ ൌ 1; ݇തതതതതሻ 
which are equipotent. 

Let  ݑ௫,ௗ be the probability that the automaton   

௞ܶሺ݈, ݉;    ሻ at the instant of time  ݀ first changes the action ofࢿ
	 ఈ݂, starting from any state with the number  ݔ  of the region  
 .ఈܮ

Assume that  ݈  is fixed and  ݉ → ∞			ሺ݊ ൌ ݈ ൅ ݉ െ
1 → ∞ሻ. 

Then, taking into account the probabilistic meaning of 
the quantity   ݑ௫,ௗ  and the construction of the infinite 
automaton   ௞ܶሺ݈,∞;  ሻ, with respect to the generating functionࢿ
of the probability of changing the action 

ܷ௫ሺݖሻ 	ൌ ෍ݑ௫,ௗ	ݖௗ
ஶ

ௗୀ଴

				 

we  have the boundary value problem 
ܷ௫ሺݖሻ ൌ ሻݖ௫ିଵሺܷݖ݌ ൅ ሾݖݎ ൅ ሺ1 െ ሿݖݍሻߝ ௟ܷሺݖሻ ൅  ,ሻݖ௫ሺܷݖݍߝ

ݔ ൌ 1,2, … , ݈,                               (9) 
ܷ଴ሺݖሻ ൌ 1. 

The solution to this problem is: 

௟ܷሺݖሻ ൌ
ሺ1 െ ݖఈ݌ െ ሻݖఈݍߝ ቀ

௣ഀ௭

ଵିఌ௤ഀ௭
ቁ
௟

1 െ ݖ ൅ ሺ1 െ ఈ݌ െ ݖఈሻݍߝ ቀ
௣ഀ௭

ଵିఌ௤ഀ௭
ቁ
௟. 

With the help of (9), the probability characteristics  ߪ௟,ఈ  
and  ߬௟,ఈ	 are calculated: 

௟,ఈߪ ൌ ௟ܷሺ1ሻ ൌ 1,						                     ሺ10ሻ 
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		߬௟,ఈ ൌ
݀ ௟ܷሺݖሻ

ݖ݀
│௭ୀଵ ൌ

1 െ ቀ
௣ഀ

ଵିఌ௤ഀ
ቁ
௟

ሺ1 െ ఈ݌ െ ఈሻݍߝ ቀ
௣ഀ

ଵିఌ௤ഀ
ቁ
௟ ൏ ∞,				 

ߙ ൌ 1; ݇തതതതത. 
Now let ݉ be fixed and  ݈ → ∞	ሺ݊ ൌ ݈ ൅ ݉ െ 1 → ∞ሻ.  

Then, renumbering  the state of the automaton in the reverse 
order, it is easy to verify that the generating function of the 
probability of changing the action is a solution of the boundary 
value problem (9), if in it we replace ݈ by ݉,  ݌ by  ݎ and  ݎ by 
 .݌

The solution obtained has the following form 

ܷ௠ሺݖሻ ൌ
ሺ1 െ ݖఈݎ െ ሻݖఈݍߝ ቀ

௥ഀ ௭

ଵିఌ௤ഀ௭
ቁ
௠

1 െ ݖ ൅ ሺ1 െ ఈݎ െ ݖఈሻݍߝ ቀ
௥ഀ ௭

ଵିఌ௤ഀ௭
ቁ
௠ 

and   
௠,ఈߪ ൌ ܷ௠ሺ1ሻ ൌ 1,		                        ሺ11ሻ 

߬௠,ఈ ൌ
ܷ݀௠ሺݖሻ

ݖ݀
│௭ୀଵ ൌ

1 െ ቀ
௣ഀ

ଵିఌ௤ഀ
ቁ
௠

ሺ1 െ ఈ݌ െ ఈሻݍߝ ቀ
௣ഀ

ଵିఌ௤ഀ
ቁ
௠ ൏ ∞,	 

ߙ ൌ 1; ݇തതതതത. 
If     ݈ → ∞  and  ݉ → ∞,   then the infinite automaton 

remains forever in that subset of states in which it was at the 
initial instant of time. In this case  ௟ܷሺݖሻ ൌ 0  and 

௟,ఈߪ ൌ 0,             ߬௟,ఈ ൌ ∞. 
Passing to the limit in (7), we obtain that 

lim
௠→ஶ ௟ܷ

ሺ௡ሻሺݖሻ ൌ ௟ܷሺݖሻ, lim
௟→ஶ ௟ܷ

ሺ௡ሻሺݖሻ ൌ ܷ௠ሺݖሻ,

lim
௟→ஶ
௠→ஶ

௟ܷ
ሺ௡ሻሺݖሻ ൌ ௟ܷሺݖሻ ൌ 0.	 

Thus, by the continuity theorem [7], the sequence of 
finite automata ൛ ௞ܶ௡,௞ሺ݈,݉; ሻൟ௟ୀଵࢿ

ஶ
,					൛ ௞ܶ௡,௞ሺ݈,݉; ሻൟ௠ୀଵࢿ

ஶ
 and  

൛ ௞ܶ௡,௞ሺ݈,݉; ሻൟ௟,௠ୀଵࢿ

ஶ
  converges to the corresponding limit 

automata ௞ܶሺ∞,݉; ;∞,ሻ,  ௞ܶሺ݈ࢿ ;∞,∞ሻ  and   ௞ܶሺࢿ  ሻ  of theࢿ
same structure and, according to [4], the asymptotic behavior 
of the finite automaton  ௞ܶ௡,௞ሺ݈,݉;  ሻ  in a stationary randomࢿ
environment  ܥሺܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  ௞ሻ  is determined by theݎ
behavior of the corresponding limit automaton ௞ܶሺ݈, ݉;  .ሻࢿ

IV. CONCLUSION 

Analyzing formulas (8), (10), (11) and taking into 
account Definition 2, with respect to the behavior of the 
automata  ௞ܶ௡,௞ሺ݈,݉; ,ሻ  and   ௞ܶሺ݈ߝ ݉;  ሻ in a stationaryߝ
random environment  ܥሺܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  ௞ሻ, we can drawݎ
the following conclusion. 

�. The behavior of a finite stochastic automaton  
௞ܶ௡,௞ሺ݈,݉;    ሻ  in a stationary random environmentߝ
,ሺܽଵܥ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  :௞ሻ isݎ

1.  expedient if 

 ൜
ଵ݌ െ ఈ݌ ൑ ଵ݌ఈݍሺߝ െ 	ఈሻ݌ଵݍ
ଵݎ െ ఈݎ ൑ ଵݎఈݍሺߝ െ ఈሻݎଵݍ

ൠ ,  ߙ ൌ 2; ݇തതതതത.            (12)          

at any finite integer values of the quantities ݈		and		݉. 
2.  inexpedient  if 

൜
ଵ݌ െ ఈ݌ ൒ ଵ݌ఈݍሺߝ െ 	ఈሻ݌ଵݍ
ଵݎ െ ఈݎ ൒ ଵݎఈݍሺߝ െ ఈሻݎଵݍ

ൠ,    ߙ ൌ 2; ݇.തതതതതത             (13) 

at any finite integer values of the quantities ݈		and		݉.  
 It should be noted that in expressions (13) and (14) 
both inequalities are not weak at the same time. 

3.  indifferent if  

൜
ଵ݌ െ ఈ݌ ൌ ଵ݌ఈݍሺߝ െ 	ఈሻ݌ଵݍ
ଵݎ െ ఈݎ ൌ ଵݎఈݍሺߝ െ ఈሻݎଵݍ

ൠ ,   ߙ ൌ 2; ݇.തതതതതത           (14) 

4. If (12) or (13) are not satisfied, then the behavior of 
the automaton  ௞ܶ௡,௞ሺ݈,݉;  ሻ  in a stationary randomߝ
environment   ܥሺܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  ௞ሻ  can be eitherݎ
expedient either inexpedient. 

�. The behavior of an infinite stochastic automaton   
௞ܶሺ݈,∞;   ሻ in a stationary random environmentࢿ
,ሺܽଵܥ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,      ௞ሻ is expedient ifݎ

ଵ݌ െ ఈ݌ ൏ ଵ݌ఈݍሺߝ െ ߙ  ,ఈሻ݌ଵݍ ൌ 2; ݇തതതതത          (15) 
at any finite integer values of the quantity ݈. 

�. The behavior of an infinite stochastic automaton  
௞ܶሺ∞,݉;  ሻ in a stationary random environmentࢿ
,ሺܽଵܥ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,    ௞ሻ is expedient ifݎ

ଵݎ െ ఈݎ ൏ ଵݎఈݍሺߝ െ ߙ  ,ఈሻݎଵݍ ൌ 2; ݇തതതതത            (16) 
 at any finite integer values of the quantity ݉. 

�V. The behavior of an infinite stochastic automaton  

௞ܶሺ∞,∞;    ሻ  in any stationary random environmentࢿ

,ሺܽଵܥ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,   .௞ሻ is indifferentݎ

According to [4], the  asymptotic  behavior of the finite 
stochastic automaton  ௞ܶ௡,௞ሺ݈,݉;  ሻ   is completely determinedߝ
by the behavior of the corresponding infinite automaton  

௞ܶሺ݈, ݉;    .ሻࢿ
In conclusion, we note that the stochastic automaton   

௞ܶ௡,௞ሺ݈,݉;   ߝ  ሻ,  at integer  of the values of the parameterߝ
ߝ) ൌ 0 or ߝ ൌ 1)  is a deterministic automaton. Consequently, 
from (12) - (16) we obtain the condition for the expedient 
behavior of these automata.  
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