
 

Abstract— The aim of this study is to use the Box-Jenkins 

method to build a flood forecast model by analysing real-time 

flood parameters for Pengkalan Rama, Melaka river, hereafter 

known as Sungai Melaka.  The time series was tested for 

stationarity using the Augmented Dickey-Fuller (ADF) and 

differencing method to render a non-stationary time series 

stationary from 1 July 2020 at 12:00am to 30th July 2020. A 

utocorrelation (ACF) and partial autocorrelation (PACF) 

functions was measured and observed using visual observation 

to identify the suitable model for water level time series. The 

parameter Akaike Information Information Criterion (AIC) 

and the Bayesian Information Criterion (BIC) were used to find 

the best ARIMA model (BIC). ARIMA (2, 1, 3) was the best 

ARIMA model for the Pengkalan Rama, with an AIC of 

5653.7004 and a BIC of 5695.209. The ARIMA (2, 1, 3) model 

was used to produce a lead forecast of up to 7 hours for the time 

series. The model's accuracy was tested by comparing the 

original and forecast sequences by using Pearson r and R 

squared. The ARIMA model appears to be adequate for Sungai 

Melaka, according to the findings of this study. Finally, the 

ARIMA model provides an appropriate short-term water level 

forecast with a lead forecast of up to 7 hours. As a result, the 

ARIMA model is undeniably ideal for river flooding. 
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I. INTRODUCTION  

Floods occur all over the world, and they are a serious 
concern. It is a natural disaster that has become an annual 
occurrence in many countries, including Malaysia, Indonesia, 
Brazil, the United States, and others. Floods can no longer be 
seen as a one-off occurrence because they are related to issues 
such as disease outbreaks, food shortages, and climate change. 
Floods continue to occur in Malaysia, despite the fact that the 
government has implemented a number of large-scale plans, 
such as the expansion of drainage systems[1]. Floods have 
been known to cause a lot of damage. They destroy everything 
in their path: houses, crops, cars, buildings, and anything else. 
Animals and people become entangled in the flowing water's 
current and are unable to escape until rescue attempts are 
made [2]. 

Hundreds of people have resulted in the death cause by 
flood in recent decades, either directly or indirectly. 
Furthermore, relative to all other natural disasters, flood is the 
most common natural disaster to life today[3]. 

Floods are a common and temporary condition for partial 
or full dryland inland. Tidal water floods flow from any water 
source due to unusual and rapid water accumulation. There are 
three forms of flood disasters that occur, include monsoon, 
mud, and flash flood. Eventually, monsoon floods can be 
represented as flooding due to wind, which produces a lot of 
rain. mud flood occurs when the mud flows as rainwater, 
hence causing the mud to be filled by water. Flash floods 
happen as the drainage network deteriorates in urban 
environments. When there is heavy rain, the drainage fails to 
discharge the water quickly and causes the water to overflow.   

One method of reducing flood risks and destruction is to 
use flood forecast. Existing people in flood-prone areas will 
be warned to evacuate themselves and their belongings before 
the flood comes. It would greatly reduce flood damage and 
human deaths. 

Flood forecasting has become the subject of researchers 
around the world. The worst flood impacts have resulted in the 
implement of flood forecasting techniques. Various flood 
forecasts have been studied by researchers. 

In this study [4], the author use 2 methods in flood forecast 
which are short-term radar-based extrapolation or longer-term 
numerical weather prediction for the flood forecast at the 
Gannam and Bakwoon which located within the Seoul area. 
The study predicted the observed rainfall for 1 hour ahead 
with 10 min intervals.. 

This paper explores ARIMA as a flood forecasting 
method, taking into account the integration of real-time series 
into the mathematical model structure. ARIMA has been used 
in several experiments to forecast floods. The ARIMA model 
was used in case [5] to create a flood forecasting method for 
the Segamat River. This scenario is similar to [6] , in which 
the ARIMA model was used to forecast floods in the Karkheh 

 

Development of Short-term Flood Forecast 
Using ARIMA 

 
Wei Ming Wong 

Fakulti Kejuruteraan Elektronik dan Kejuruteraan Komputer,  
Universiti Teknikal Malaysia Melaka (UTeM) Melaka, Malaysia  

 
Mohamad Yusry Lee  

Fakulti Kejuruteraan Elektronik dan Kejuruteraan Komputer,  
Universiti Teknikal Malaysia Melaka (UTeM) Melaka, Malaysia  

 
Amierul Syazrul Azman  

Fakulti Kejuruteraan Elektronik dan Kejuruteraan Komputer,  
Universiti Teknikal Malaysia Melaka (UTeM) Melaka, Malaysia  

 
Lew Ai Fen Rose  

Fakulti Pengurusan Teknologi dan Teknousahawan  
Universiti Teknikal Malaysia Melaka (UTeM) Melaka, Malaysia 

Received: March 9, 2021. Revised: March 29, 2021. Accepted: March 31, 2021. Published: April 5, 2021.
  

INTERNATIONAL JOURNAL OF MATHEMATICAL MODELS AND METHODS IN APPLIED SCIENCES 
DOI: 10.46300/9101.2021.15.10 Volume 15, 2021

E-ISSN: 1998-0140 68



river basin. 

The aim of this study is to develop a flood prediction 
model by analyzing the real-time flood parameters for 
Pengkalan Rama, Melaka river hereafter known as Sungai 
Melaka using the Box-Jenkins method. Hourly water levels 
are predicted to alleviate flood related problems caused by the 
overflow of Sungai Melaka. This study was carried out using 
Matlab as the software tool for ARIMA modelling. The 
remaining section presents an approach to the development 
of the water level series. The ARIMA theories are discussed 
briefly in section 2. The method for designing the ARIMA 
model is discussed in Section 3, followed by section 4 that 
discusses the forecasted results. Finally, section 5 provides a 
summary of the conclusion. 

II. LITERATURE REVIEW 

A. Study Area 

Melaka's Sungai Melaka River, also known as the Melaka 
River, is a historical landmark in western Malaysia. Melaka 
has a total area of 1720 km2 and a population of 0.93 million 
people in 2019[7]. Sungai Melaka's flow diagram is shown in 
Fig. 1 Melaka's topography varies from flat to undulating, 
with broad coastal plains. To the south of Gunung Ledang, 
the hills of the Titiwangsa, the largest mountain range in 
Southeast Asia that stretches from South Thailand to Northen 
Johor, surround the tapered edge. 

In terms of the environment, the country's relatively 
urbanised nature, with population concentrations in Melaka 
City, has resulted in the loss of a significant number of natural 
forests in the immediate hinterland. It is actually one of the 
few countries with a natural forest density slightly above 3%. 
Owing to the state's low forest density, one of the key issues 
is water scarcity. Sungai Melaka is now safe enough for 
boating and other water sports, and it is a popular tourist 
destination[3]. 

B. ARIMA Model 

Box and Jenkins developed the ARIMA model, which is 
also known as the Box- Jenkins method. The ARIMA model 
is a type of time-domain model that is widely used for fitting 
and forecasting time series with a temporal correlation. The 
ARIMA model is optimised for stationary time series and 
integrates d difference into the ARMA model [8]. 

Monthly rainfall [9][10], streamflow[11], and water level 
[12] are only a few of the fields where ARIMA has been used 

for forecasting [13]. In the study [14], an ARIMA model was 
used to forecast real-time road traffic data. 

ARIMA modelling employs three components that make 
up the general term for ARIMA (p, d, and q). These three 
elements, which are used in the order of p, d, and q, are 
autoregressive (AR), integrated (Differencing), and moving 
average (MA). Differencing is a function that converts non-
stationary series to stationary series, with the AR and MA 
terms defined by time series temporal correlation [15][16]. 

Model identification, parameter estimation, diagnostic 
testing, and prediction are the four phases of ARIMA 
modelling [17]. ARIMA stands out from the crowd. It is 
commonly used for short-term forecasts because of its ability 
to recognise complex patterns in temporary datasets [12]. The 
efficiency of ARIMA in predicting either a linear or non-
linear sequence of intervals is satisfactory, according to a 
study in [18]. It's also useful for forecasting inter-valued time 
series. 

C. Augmented Dickey-Fuller Test 

The ADF (Augmented Dicky-Fuller Test) is used to test the 
null hypothesis that the time series contains a unit root. This 
test's aim is to look for seasonal variation, variance, and trend 
[19]. Time series are trend-stationarity, according to the 
alternate hypothesis (H0) in ADF. As a result, in ADF, the 
null hypothesis (H1) denotes that the series is non-stationary. 
The P-value is calculated at a significance level of 5%, or 
0.05 [20]. As a result, if the series is non-stationary, 
differencing is needed to transform it into a stationary series. 
As a result, if the series is stationary and can be modelled 
using the ARMA model, no differencing is needed. 

In the study, the ADF statistics are a negative number. The 
null hypothesis that there is a unit root at any level of trust 
would be rejected to a greater extent if the findings are 
negative [21]. 

D. L-Jung Box Test 

The Ljung-Box test is used to determine if the residual is in a 
random number sequence. The Ljung -Box test tests the null 
hypothesis, H0: The model has no lack of fit, against the 
alternative hypothesis, H1: The model has a lack of fit. 

The model with a significant value of less than 5% or 0.05 for 
P was used to describe the existence of any structure in the 
observed sequence.  As a result, if the model has a large P 
value, it indicates that the model is unfit. A model with a P 
value greater than 0.05 has a residual that is representative of 
white noise and is considered adequate[8]. 

E. AIC and BIC 

The Akaike Information Information Criterion (AIC) and 
the Bayesian Information Criterion (BIC) are criteria for 
determining the accuracy and goodness of statistical model 
fitting, as well as efficient methods for evaluating the p and q 
orders[22]. 

The accuracy of the model can be determined by using the 
term Pearson R and R squared for the best fit. 

𝐴𝐼𝐶 = 2𝑘 − 2 ln(𝐿)   ( 1 ) 

𝐵𝐼𝐶 =  −2 ln(𝐿) + 𝑘ln (𝑛)   ( 2 ) 

 Fig.  1. Map of Sungai Melaka and IFOS Location 

INTERNATIONAL JOURNAL OF MATHEMATICAL MODELS AND METHODS IN APPLIED SCIENCES 
DOI: 10.46300/9101.2021.15.10 Volume 15, 2021

E-ISSN: 1998-0140 69



𝑟 =  
∑(𝜒𝑖− 𝜒̅)(𝑦𝑖− 𝑦̅)

√∑(𝜒𝑖− 𝜒̅)2 ∑(𝑦𝑖− 𝑦̅)2
  ( 3 ) 

𝐵𝑒𝑠𝑡 𝐹𝑖𝑡 =  𝑟2 𝑥 100   ( 4 ) 

The AIC and BIC  equations are shown in (1) and (2). L is 
the log-likelihood in the maximum value of the formula, n is 
the sample size of the sequence, and k is the number of 
parameters measured in the model in the equations AIC and 
BIC. The equation for the Pearson correlation coefficient, r, 
was shown in (3). This equation was used to examine the 
scatter data points in order to find the best fit axis. 

To analyse both the data's correlation and results, the 
regression value of the actual water level and forecast water 
level data was evaluated according (4), these evaluations 
were determined in the best fit. 

III. METHODOLOGY 

A. Data 

The data use for the study is obtain from the device 
develop by Universiti Teknikal Malaysia Melaka (UTeM) at 
the location indicate in Fig. 2 The data collection from the 
Internet of Things (IoT) Flood Observation System (IFOS) is 
transmit wireless to the cloud and monitor through 
online[23]. IFOS not only function as the data collection but 
also as the water level monitoring system to monitor the water 
level through the wireless sensor node and alert the authority 
when the water level is high[24], [25]. In Figure 2 shown the 
water level data collect at the Pengkalan Rama Jetty, Sungai 
Melaka with the coordinates of 2° 12'30.3 "N 102° 15'02.8 
"E. Data is obtained for this analysis from 1 July 2020 at 
12:00am to 30th July 2020 at 7.15am with a 15 minutes time 
interval. 

 In the preparation of the ARIMA modelling, the water data 
is collect is ongoing the pre-processing to remove the outlier 
and filter the noise. The pre-processing procedure are crucial 
to avoid the modelling process become the disturbance by the 
various of noise. 

In the data collection, there are total of 2810 data. The 
modelling part of the analysis is divided into training and 
validation. A total of 2782 data samples that were used for 
the forecast starting from 12.00 am on the 01 July 2020 till 
on 29 July 2020 with 15 minutes interval. Meanwhile, the 
data samples were used for the testing, starting from 12.15 

am on 30 July 2020 till 7.15 am on 30 July 2020 with total of 
28 data. 

B. Plotting The Time Series: ACF and PACF 

The key strategies for model identification 
for autocorrelation (ACF) function and partial 
autocorrelation (PACF) function are visually examining the 
series. The ACF and PACF were eventually used to analyze 
the behaviour and the stationarity of time series.  A time 
series is stationary if its ACF is decreasing rapidly. ACF 
decay over time implies that the sequence must be 
differenced because it is non-stationary. Additional checks to 
validate the non-stationary existence should be performed. 

The analysis of ACF and PACF plots led to the 
recognition of autoregressive (p) and moving-average (q) 
orders based on the physical observation. If there are 
autoregressive terms throughout the series, the ACF plot 
eventually gradually down, while the PACF is suddenly cut 
off after q lags. In that case, p was assumed to be the 
autoregressive term. The ACF cut off abruptly after q lags 
and the PACF plot slowed down when the sequence had 
moving-average terms. Then, in this case, the moving 
average term q was considered.   Autoregressive and moving 
average terms slowly decline after a few lags  indicate that 
the model are mix with both p and q term[11]. 

C. Stationarity Test 

Time series stationarity are necessary in ARIMA 
modelling. Without the stationary of time series, ARIMA 
cannot be model. In case the time series is not stationary, it is 
necessary to transform the time series into stationary. 
Transformation time series into the stationary require to 
perform the differencing method to convert the time series 
from non-stationary into stationary time series.  

Stationarity test is to examine the stationarity of the time 
series. The Augmented Dickey-Fuller (ADF) Test is a 
method to test the stationarity of the time series. If the water 
level series was tested to be non-stationary then a 
differencing was required to make the data stationary. 

After the differencing was completed, the data was shown 
to be stationary and was proven correct with the ADF test, 
which proved that the null hypothesis was rejected with a P-
value less than 5% or 0.05, indicating that the data is 
stationary. As such, when analysing time series that exhibits 
both trends and seasonality, non-seasonal and seasonal 
differencing both require to be applied as two separate 
operations, one after the other. Increasing the differencing to 
go beyond two differencing is not recommended because 
over-differencing could lead to unnecessary levels of time 
series dependency 

D. ARIMA Model Identification 

The aim of this step is to define a possible ARIMA model 
to represent the time series' behaviour. The ACF 
(autocorrelation function) and PACF (partial autocorrelation 
function) were used to identify the series' behaviour . The 
ACF and PACF were applied for the model's order 
evaluation. ACF and PACF   knowledge was use to help in 
determining the types of models to be built. It was then 
decided to go with the final model, which was chosen using 

Fig.  2. IFOS Location in Satellite View 
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the Akaike information criterion (AIC) and the Bayesian 
information criterion (BIC). These parameters assist in 
identifying models because the models with the lowest 
criterion value are the best. 

Once a suitable model was established, determination 
of ARIMA model paramater was achieved . The 
predicted values were calculated based of the maximum 
loglikelihood for the AR and MA in the model. To make sure 
that the AR and MA parameters were statistically relevant, 
they were examined.  

The three parameters used in summarising an ARIMA 
model are AR (p), integration (d), and MA (q). The 
parameters p and q imply that the order or AR and MA are 
extracted from p and q, while the parameter d indicates that 
the time series needs to be differencing to ensure it is 
stationary. The number of p and q in ARIMA(p,1,q) can be 
determined as p = 1, 2, 3, and q = 1, 2, 3. The lowest AIC and 
BIC value determines the model that suits best. 

E. Diagnostic Checks 

Diagnostic checking is the next step in the ARIMA model 
building process. This technique necessitates as a test of the 
chosen model's suitability. To assess if the residuals are 
correlated with white noise, diagnostic statistical methods 
such as residual plots were used. The residuals are evaluated 
using the Ljung-Box method to assess the accuracy of the 
chosen model. 

A set of synthetic time series would be used to compare 
with the original time series in the best model that passes the 
diagnostic test. The degree to which the synthetic series 
resembled the original data set is determined. The model is 
said to be in good fit if the synthetic series pattern is identical 
to the original series pattern. 

F. Series Comparison and Forecasting 

The forecasting model is developed as the final step of 
ARIMA modeling. As a result, the ARIMA model's 
calculated model parameters will be compiled and used to 
forecast future time series. In this analysis, the pearson R and 
determination coefficient (R2) are used to compare the 
observed and forecast values to identify its correlation. These 
performance parameter also used to denote that the 
performance is moving in the same direction as the actual 
value.  

IV. RESULTS 

The outcomes of each analysis will be presented at 
this section. Fig. 3 depicts the time series of water levels. The 
plot for the Pengkalan Rama Jetty can be seen in the figure, 
and it show the inconsistent trend of the water level. 

 

 
Fig.  3. IFOS Water Level Time Series Data 

Only stationary time series can be used in ARIMA 
modelling. As a consequence, it's critical to demonstrate that 
the time series is stationary using the ACF and PACF plots.. 

A. Stationary Test 

The ACF and PACF plots of the water level sequence are 
shown in Fig. 4 and Fig. 5. The ACF plot shows a slow decay, 
which means that the data may be non-stationary. 

 
Fig.  4. ACF of Water Level Series 

 
Fig.  5. PACF of Water Level Series 

The water level series appears to be stationary in the ACF and 
PACF plot, but this is unconfirmed. To confirm the initial 
assumption that the time series was stationary, the 
Augmented Dickey-Fuller (ADF) test is use to justify it. 

TABLE I.  PACF OF WATER LEVEL SERIES 

P-Value Test 

Statistic 

Critical 

Value 

Remark 

0.094496 -106453 -1.9416 Non-
Stationary 

 

 The data is not stationary, as shown by the results in Table 
I. The ADF result indicates that the P-value is greater than 
0.05, implying that the null hypothesis is accepted. The test 
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also confirmed that unit root present in the time series data 
and the time series is non-stationary.. 

B. Differencing The Series 

 The differencing method was applied to the water level 
series data twice to obtain the optimum value of d. Fig. 6 
illustrates the output of the first-order differenced (d =1) and 
second-order differenced (d = 2) methods.  

 

 
Fig.  6. First and Second Order Differenced 
 

 

 
Fig.  7. First Order Differencing ACF 

 
Fig.  8. First Order Differencing PACF 

 

 
Fig.  9. Second Order Differencing ACF 

 
Fig.  10. Second Order Differencing PACF 

 The first-order differenced (d = 1) and second-order 
differenced (d = 2) models are plotted in the ACF and PACF 
plots in Fig. 7, Fig. 8, Fig. 9,and Fig. 10. At lag 1, both were 
compared. The second-order differenced model had a 
negative value and was less than -0.4, suggesting that the 
second-order differenced model was over-differenced [11]. 
As a result of comparing original water level time series, first-
order differenced time series and second-order 
differenced models, the first order differenced model has 
positive value of lag 1 and the other lag are within the 
confidence bound, thus it is consider to be the best, and 
finalized value for d was one. The stationarity of the water 
level sequence needed to be checked with another 
examination. As a result, the stationary ADF test was 
replicated for validation. The P-value is less than 0.005, as 
shown by the findings in Table II. After first-order 
differencing (d = 1), this result shows that the water level 
series is stationary. 

TABLE II.  STANDARD DEVIATIONS OF ORIGINAL AND DIFFERENCED 
SERIES 

P-

Value 

Test 

Statistic 

Critical 

Value 

Remark 

0.001 -11.1023 -1.9416 Stationary 

 

 After choosing the best differences, the order of the 
autoregressive term (p) and moving average term (q) 
parameters must be determined (d). The differenced series' 
ACF and PACF assist in deciding the order of p and q. To get 
the best model, several p and q values were also suggested. 

C. ARIMA Modelling and Diagnostic Checking 

 The ARIMA model is widely used for short-term forecasts 
because it identifies complex patterns in temporal datasets. 
The numbers were varied for p = 1, 2 and q = 1,2 for the AIC 
and BIC calculation to determine the parameter of AR (p) and 
MA (q) term for ARIMA (p, 1, q) parameter. The model with 
the lowest AIC and BIC is therefore the best-fitting. Table III 
shows the AIC and BIC values. The table shows that ARIMA 
(2,1,3) is the best-fitting model, with an AIC of 5653.7004 
and a BIC of 5695.209. 

TABLE III.  AIC AND BIC OF ARIMA MODEL 

ARIMA 

(p,d,q) AIC BIC 

0.1.0 10264.7095 10276.57 
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0.1.1 8080.7074 8098.499 

0.1.2 7220.0273 7243.75 

0.1.3  6732.8959 6762.549 

1.1.0 5866.3203 5884.111 

1.1.1 5833.6714 5857.392 

1.1.2 5823.5919 5853.243 

1.1.3 5817.1748 5852.756 

2.1.0 5840.0441 5863.764 

2.1.1 5805.3194 5834.969 

2.1.2 5745.9879 5781.567 

2.1.3 5653.7004 5695.209 

2.1.4 5747.6534 5795.092 

3.1.0 5818.123 5847.771 

3.1.1 5819.5637 5855.141 

3.1.2 5821.4918 5862.998 

3.1.3 5652.8662 5700.302 

 

D. Goodness of Fit 

 The ARIMA (2,1,3) model was choosed to predict the 
water level time series. Figure 9 shows good fit of the original 
and predicted data blend together. 

 

 
Fig.  11. Model Fit of the observed Water Level and predicted 

TABLE IV.  ARIMA (2, 1, 3)  

Parameter Value Standar

d Error 

t 

Statisti

c 

P-Value 

Constant 0.00012 0.000794 0.15 0.8843 

AR{1} 1.937 0.008228 235.42 0 

AR{2} -
0.95155 

0.007819 121.7 0 

MA{1} -1.2117 0.01531 79.15 0 

MA{2} 0.07536 0.018168 4.15 3.358e-
05 

MA{3} 0.1982 0.01288 15.39 1.9614e
-53 

Variance 0.44456 0.007185 61.87 0 

 

 The variances were constants since the residuals were 
homoscedastic. For the residuals, homoscedasticity was 
critical because it determined whether the model was 
consistent in predicting variable values. Data transformation 
is required if a model with heteroscedastic residuals, because 
it cannot produce reliable results.  

The residual histograms were visually depicted by plotting 
their distributions. Fig. 11 displays the residual histogram, 
which shows that the residual is normally distributed. The 
residual Q-Q plot depicts the residual's pattern, as seen in Fig. 
12 and Fig. 13. The plot is usually distributed, as shown by 
the physical visual observation. The normality of the residual 
distribution is essential to obtain a satisfactory confidence 
interval. 

 
Fig.  12. Residual Histogram 

 

 
Fig.  13. Residual Q-Q Plot 

TABLE V.   L-JUNG BOX TEST 

P-

Value 

Test 

Statistic 

Critical 

Value 

0.6673 0.1847 3.4815 

 

 Finally, the L-Jung Box test was used to confirm the good 
fit of the model between water level time series and forecast 
water level time series. Table V shows these findings. The P-
value for the test is greater than 0.005, implying that the test 
result is significant, as shown in the table. This demonstrates 
that the ARIMA model accurately predicts the original and 
forecasted water level series data. 
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4.5 Forecast result 

 To check for accuracy, the forecast time series created by 
the ARIMA model was compared to the original series. The 
water level series and forecast time series produced by 
ARIMA (2,1,3) are shown in Fig. 14. It display the contrast 
of the forecast time series to the water level time series, 
which starts on 30 July 2020. The Pearson R and R-squared 
show the statistical accuracy of the forecast. 

  

 
Fig.  14. Original Series and Forecast Series 

 Tables VI demonstrate the Pearson R and R squared used 
to determine forecast correlation and accuracy. The result 
indicate  several lead times ranging from 1 to 7 hours. The 
result demonstrate that  the best forecast ahead time 
was  1 hours with a 99.8523 percent accuracy. As the forecast 
duration increasing, the forecast accuracy are decreasing. 

TABLE VI.  R-SQUARED 

Time R R2 

1 hour 0.999261 99.8523 

3 Hour 0.769121 59.15464 

5 Hour -0.62022 38.46729 

7 Hour -0.73993 54.74961 

 

V. CONCLUSION 

 On the analysis of Sungai Melaka, the autoregressive 
integrated moving average (ARIMA) approach was used to 
carry out an efficient statistical modelling. A forecast series 
was also generated by the model, which produced sequences 
of future stage and water level values. The aim of this forecast 
is to forecast the imminent flood and give the response team 
enough time to plan. The ARIMA model is perfect for short-
term forecasting because it can reliably predict the future. In 
the case of flash flooding, this short-term forecast may be 
used. 

 For the Sungai Melaka river in Pengkalan Rama Jetty, 
ARIMA modelling using the Box-Jenkins approach was 
found to be appropriate and suitable. The model's accuracy 
has been found to decrease as the forecast duration lengthens. 
The forecast values were 99.8523 percent of best fit in the 
flood forecast with a lead time of one hour. The forecast value 

has the same correlation as the last reported observation. 

 The current model will serve as a base for future Sungai 
Melaka hydrological process analysis. The shortcomings of 
the ARIMA model can be mitigated by integrating other 
algorithms, such as the Artificial Neural Network (ANN), 
which take into account the nonlinearity and complexity of 
most time series prediction problems. This ARIMA 
simulation can be used in the study of real-time data series 
with real-time forecasting in the future. 
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