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Abstract—This paper proposes a method to evaluate the 

socio-economic factors in a compact city model using Support 

Vector Machine (SVM). Socio-economic factors are evaluated 

in the urbanization promotion area of the Aomori metropolitan 

area in Japan. By using these variables it was possible to predict 

the land use types using SVM and evaluating the area under the 

curve (AUC) for each predictor. The results showed that for the 

residential area the accuracy was higher than 93%. 

Appropriate Kappa and Rand indexes were found through 

simulations with values exceeding 0.8. AUC was applied to the 

predictors and by using this algorithm it was possible to 

identify the most important socio-economic factors for each 

class. It is possible to reduce the number of classes according to 

AUC comparison.  Finally, we have contributed to integrate 

geospatial information with socio-economic factors in order to 

classify land use. 

 

Keywords—Compact city model, GIS, Socio-economic 

factors, Support Vector Machine.  

I. INTRODUCTION AND FRAMEWORK  

A. Background and purpose 

rban planning has been one of the most important 

challenges for the humankind. Nowadays there are 

different kinds of models applied to urban planning such as 

sustainable, green, smart and compact cities. We will focus on  

the compact city model because it is one of the most important 

urban designs applied to cities in recent years; and it mainly 

address the issues faced by population density, central area 

revitalization, mixed-use development, services and facilities. 

There are different techniques to study the land use 

prediction, for instance by remote sensing techniques[1], linear 

regression models, classification trees and others. The purpose 

of this study is to propose a method for land use classification 

by analyzing several socio-economic factors in a compact city 

model. In this study we apply a Support Vector Machine 

(SVM) to classify the land use in a compact city model through 

socio-economic factors, we perform simulations using grid 
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search algorithm to calculate the best cost and gamma 

parameters by tuning the model. Finally we estimate the area 

under the curve (AUC) to choose the best classifiers. 

Information is processed through a Geographic Information 

System (GIS) which combines hardware and software to 

manipulate, store, retrieve, view and analyze large spatial 

database[2].  

This paper consists of 7 sections. Section II presents the 

methods for land use classification through SVM evaluation  

using socio-economic factors. The section will explore the 

haversine distance calculation, SVM model and AUC analysis. 

Section III introduces the outline of the study area, here we will 

present the study area description, it will explain special 

characteristics of the metropolitan area (MtA) and the land use 

master plan of Japanese prefectures. Based on these, section IV 

explains the data processing, including the characteristics of 

Japanese land use system and socio-economic factors chosen 

for this analysis. Section V presents the results for the compact 

city’s land use through the SVM. It offers the results of 

simulations in order to get the most accurate parameters for the 

model and the AUC results. It will show the comparison 

between the original and predicted data. Section VI provides 

discussion on this study, presenting the characteristics of the 

SVM applied in a compact city model. Finally, conclusion and 

future work are offered in section VII . 

B. Compact city model 

The compact city model focuses on population density, open 

space protection, activity concentration, public transportation 

intensification, city size and access conditions, targeting 

socio-economic welfare [3] [4]. One of the first compact city 

models was developed by Swiss architect and urban designer 

LeCorbusier. According to him, the aim of this area is to 

concentrate high-density urban living associated with high-rise 

residential buildings. Recently the compact city model is an 

applied technique by scientists and urban planners. Around the 

world, this model is being used in different cities such as 

Amsterdam, Hamburg, Copenhagen, and in Japanese cities 

such as Wakkanai, Sendai, Toyama, Sapporo, Aomori, 

Toyohashi, Kobe, Kitakyushu and Fukuoka.  

Japanese compact city model’s aim could be defined in five 

main goals, namely: 

1) Special attention at issue of aging,  

2) Analysis and progress of suburbanization,  

Support vector machine applied to land use 

prediction using socio-economic factors in a 

compact city model 

Luis C. Manrique R., Kayoko Yamamoto 

U 

INTERNATIONAL JOURNAL OF MATHEMATICAL MODELS AND METHODS IN APPLIED SCIENCES

Issue 11, Volume 7, 2013 945



 

 

3) Preservation of city history and culture,  

4) Conservation of nature and environment,  

5) Identification of the current status and future of regional 

collaboration.  

The habitable area in Japan is less than 21% of its landmass 

and 66% is forest [5]. For that reason Japanese planners must 

think how to improve quality of life. For instance, in 2013 

Aomori city had set aside about 985 million yen in its budget to 

clear snow for major roads, however more than 1.36 billion yen 

has been spent. This situation makes the government tries to 

bring together all the residents in the urban area, preventing 

urban sprawling, dealing with depopulation and aging 

(because life expectancy reaches almost 83 years old, whereas it 

is 10 years longer than in other developed countries), and 

thereby investing financial resources adequately. However, 

architectural problems present a risk on the citizens, because 

there are still wooden houses close to new buildings and it is 

important to improve the foundations in order to prevent 

disasters. 

C. Related works 

The SVM is a supervised non-parametric statistical learning 

technique, which has an important property: The 

determination of the model parameters corresponds to a convex 

optimization problem, where a local solution is also a global 

optimum.  

Recently, SVM is applied in different kind of studies. For 

instance Zhou et al. [6] presented a method of Japanese 

dependency structure analysis based on SVM and conditional 

random fields (CRF). Their experiments demonstrated that 

combining SVM and CRF outperforms the cascaded chunking 

model based on sole SVMs and sole CRFs.  Sudha and Bhavani 

[7] compared the efficiency between the k-Nearest Neighbor 

models (kNN) and multi class SVMs where multiple gait 

components were fused for enhancing classification rate. Their 

results demonstrated that the classification method using SVM 

was better than kNN. Pitiranggon et al. [8] developed a 

decompositional rule extraction technique from SVM called 

Support Vector Space Expansion (SVSE) rule. They applied it 

to financial data to predict currency crises. Ramirez-Gutierrez 

et al. [9] developed a face recognition algorithm using 

eigenphases and histogram equalization. They proposed a 

featured extraction scheme using SVM, the recognition rate 

was higher than 97% and verification error lower than 0.003%. 

 However, relevant studies related with land use are in 

remote-sensed data. Plaza et al. [10] focused on the 

methodologies for processing a specific type of imagery using 

SVM. Zhu and Blumberg [11] analyzed the different results of 

satellite image data applying different kernels such as radial 

basis and polynomials. Foody and Mathur [12] studied the 

potential for intelligent training sample collection; it was 

applied in classification of agricultural crops from 

multispectral satellite sensor data. They could classify crops 

with 92.5% of accuracy. Provost and Fawcett [13] discussed 

about the importance of the area under the Receiving Operating 

Characteristics (ROC) curve (AUC). They developed a hybrid 

classifier for any target conditions; the model is based on a 

method for comparison of classifier performance. This is done 

by combining techniques from ROC analysis, decision analysis 

and computational geometry. Brefeld and Scheffer [14] 

discussed an approximation for large data sets that clusters the 

constraints. Developing an AUC maximizing kernel machine 

they optimized a bound on the AUC and a margin term.  

II. METHOD 

A. Haversine distance calculation 

By using GIS we calculated the haversine distance from each 

polygon to the different socio-economic factors. The area of 

each polygon is 1 ha and it is measured by the government each 

100m. The haversine distance is defined as follows: 
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Where:  φ is latitude. 

 λ is longitude. 

 R is the earth’s radius, defined here as (6,371 km). 

 d is the haversine distance. 

B. SVM model 

The SVM is considered as heuristic algorithms and it is 

based on statistical learning theory. The goal is to determine a 

hyper plane that optimally separates two classes. 

Given a two separable classes with k samples defined as 

 ,, ii yx where i=1,2,….,k, where 
nRx is an n-dimensional 

space, and  1,1iy  is a class label [15]. Suppose that the 

classes could be separated by two hyper planes parallel to the 

optimal hyper plane (Figure 1). The optimal hyper plane is 

represented as the line between the dotted lines. 

 

 1 bxw i     for y = 1 and i = 1, …., k. (3) 

 1 bxw i                               for y = -1  (4) 

 

 
Figure 1. Optimal separating hyper plane. (a) separable 

samples, (b) non-separable data samples. 
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Where  nwww ,....,1  is a vector of n elements.  

Equations (3) and (4) can be combined into a single equation 

(5): 

   1'  bxwy ii , where i = 1, …., k. (5) 

 

The training data points on the hyper planes that are parallel 

to the optimal separated hyper plane (OSH) are the support 

vectors.  The margin between the planes is defined as: w2 , 

the generalized linear SVM finds an OSH by solving the 

optimization problem : 
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Where C is a penalty parameter on the training error, and 

i is the non-negative slack variable. The optimization model 

can be solved by introducing Lagrange multipliers for its dual 

optimization model [16].  If it is not possible to find a hyper 

plane by linear equations, the data must be mapped into a high 

dimensional space using nonlinear mapping functions   .
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Where i is a Lagrange multiplier.  ixxk ,  is a positive 

kernel that must meet Mercer’s condition. Kernel functions can 

be aggregated into linear, polynomial, radial basis (Gaussian) 

functions and sigmoid kernels.  

 

Linear kernel:    xxxxk ii ,,   (10) 

Polynomial kernel:    dii xxxxk 1,   (11) 

 Where d is a natural number. 

Radial basis function kernel:  
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Sigmoid kernel:     xkxxxk ii tanh,  (13) 

 

By using the kernel function the nonlinear SVM classifier is 

defined as: 
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SVMs were developed for binary classifications, however 

several studies such as one-against-all, one-against one and all 

together have been done for multiple class classification 

scenarios. In one-against-all a set of binary classifiers, each 

trained to separate one class from the rest [17]. 

One-against-one approach   21kk  SVMs are constructed 

for each pair of classes, the training data vector ix is predicted 

to belong to the class with maximum number of votes. 

C. Area Under the Curve (AUC) 

The ROC allows assessing uncalibrated decision functions, 

even when the prior distribution of classes is unknown. The 

ROC curve details the rate of true positives against false 

positives over a threshold. The area of the ROC curve is the 

probability that a randomly drawn positive example has a 

higher decision function value than a negative example, it is 

called the AUC. The AUC is close to the Gini coefficient, the 

last one is used in random forest algorithms for classification 

variables. 

 

The AUC is defined as follows: 
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Where n is the number of classes,  ji ccAUC ,  is the area 

under the two-class ROC curve between the classes ic and jc , 

and C is the set of all classes. The execution time of SVM [18] 

is calculated as:  

  nnCOTex log
2

  (16) 

III. OUTLINE OF THE STUDY AREA 

A. Study area description 

Squires [19] defines MtA as a region with high population 

density in the core and a less populated perimeter, with shared 

industry, infrastructure and housing. The Statistics Bureau of 

Japan also defines MtA as one or more central cities which 

have social cohesion, special wards and ordinance designated 

cities and their surrounding municipalities. In Japan there are 

14 MtAs, consisting of three major MtAs and other local MtAs. 

Local MtAs include Hokkaido, Tohoku, Hiroshima and 

Fukuoka regions. 

In this study we select Aomori MtA as the study area, 

because it has been working as a compact city since 2000 and 

more than 90% of residents live in the urbanization promotion 

area (UPA). Aomori MtA is located between the geographical 

coordinates 139.5E to 141.2E and 40.4N to 41.1N in the 

northern hemisphere of Japan. This location is similar with 

some European countries such as Italy, Northern Greece, 

Albania, Portugal and France. Due to European geographical 

features it is possible to compare Japanese cities with European 

ones.  

There are some areas detached from the main part of the 

MtA, these areas are defined as the commuter belt. One of the 

main characteristics of these areas is that all of them 

correspond to new town and they are near to a main road. In the 
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case of the southern part, there are three UPA recognizable 

outlying zones close to the Aomori prefectural route 44 which 

is part of the annular region. At northeastern part, there is one 

detached UPA which is close to the Aomori prefectural route 4 

and Asamushionsen station. 

B. Land use master plan of prefecture 

In Japan, each prefecture has its own land use master plan 

consisting of a community facilities, traffic system, economic 

development, land use, parks and open space, neighborhoods 

and housing. There are different types of areas depending on 

the activity. Figure 2 represents the land use controls for city 

planning area and explains how city planning is defined by the 

local government. There are different city planning areas such 

as UPA, urbanization control area (UCA), district and zoning 

area. The UPA, according to the Ministry of Land, 

Infrastructure, Transport and Tourism (MLIT) of Japan, is 

defined as industrial, commercial and residential areas. While 

UCA is designated for agricultural activity and land use is 

regulated by plans. In 2000 there was a reform of zoning 

responsibilities. Nowadays the prefectures may freely decide 

whether to designate a zone or not. According to the percentage 

of areas with special land use controls for the Aomori MtA 

(Table 1), it is evident that the UPA (1.4%) is smaller than the 

UCA (11.2%), because it is focused on urban development 

projects. Figure 3 shows the UPA in the Aomori MtA [20]. 

C. Socio-economic factors 

The studies related with socio-economic factors in Japan are 

focused on health, diet and mortality. Fukuda et al. [21] studied 

the sex-specific mortality of municipalities by age groups. They 

linked this problem with municipal socio-economic status 

(SES) indicators related to income, education, unemployment 

and living space. Their results showed that the mortality 

gradient had high impact on citizens less than 75 years old 

population than the total and over 75 years old, and the 

relationship between mortality and income-education related 

indicator was stronger for males than for females. The above 

mentioned authors continue studying the wide range of 

socio-economic factors associated with mortality focusing on 

factors such as unemployment, old housing, primary health 

resources and density. Their results showed that for women 

mortality, higher income, unemployment spacious dwelling, 

old housing, less vegetation, road facility number of cars per 

population, primary health resources and density were 

positively associated. Whereas higher education, public library 

activity and health check-up participation were independently 

negatively associated [22]. 

Other important socio-economic factors that cities have to 

deal with are: for instance, transportation and road systems, 

dwelling, industrial contamination of rivers, lakes, or coastal 

zones, degradation of landscape, shortage of green spaces and 

public recreation areas and lack of education, training, or 

effective institutional cooperation in environmental 

management [23]. According with the studies before 

mentioned, we will focus on transportation system such as bus 

stops and railroad stations, medical institutions, public 

facilities and we will study also land use price and other 

important facilities for the Japanese life style. 

IV. DATA PROCESSING 

The information used for this study was, first of all, the 

related with the land use master plan of Aomori MtA was 

collected from the land use control back-up system (LUCKY) 

provided by MLIT. This system classifies different types of 

Table 1. Percentage of areas with special land use 

controls 

City planning area Percentage 

UPA 1.4 

UCA  11.2 

Use district  0.9 

Outside of zoning area  12.9 

Inside city planning area  25.5 

White area  13.3 

Outside city planning area  74.5 

 

 
Figure 2. City planning area (Yamamoto [33]) 

 

 
Figure 3. UPA in the Aomori MtA 
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land use in the Japanese geography. In order to reduce  

calculation  errors, it  was necessary to analyze the  image  files  

(raster  files)  with  an  automated  process [24] using GIS. 

These processes are regularly used in remote sensing, and 

allow the extraction of specific features.  Through this system it 

is possible to extract the UPA.  

Land use classification data was downloaded from the 

National Land Numerical Information download service also 

provided by MLIT for 2006. It is measured by 100 x 100m grids, 

and the classification system has a unique value per mesh area. 

Using GIS we overlaid the UPA’s shape with the land use data 

to extract the land use information on the UPA. Table 2 shows 

the color system implemented in this study for each type of land 

use. However, in the UPA of Aomori MtA, there are not any 

golf courses. In Table 3 the information of the land use is 

shown, it is evident that building and residential area occupies 

more than 63% of the total area, while the area designated to 

other types of land occupies just 14.7%. According to UPA 

definition, the building and residential area should be 

promoted. 

Socio-economic factors characterize the individual or group 

within the social structure. Among the most important 

socio-economic factors are education, income and occupation, 

place of residence, culture and ethnicity and religion. In this 

study, socio-economic factors that affect housing decision 

making were selected. These factors affect and define the 

activity in each grid area. The data related with the 

socio-economic factors such as railway stations, bus stops, 

convenience stores, malls, medical institutions, governmental 

and public services and land price by district was downloaded 

from the MLIT and public sources. Detailed information about 

them is shown in Table 4. The price of land is measured by 

district and it was needed to calculate it by 100 mt mesh areas. 

It can be defined as: 

 



n

j

jjaa A
1

PrPr  (16) 

Where: 

Pra is the price defined for the polygon a. 

j are the districts intercepted by polygon a. 

jaA  is the area that shares a with the district j. 

Prj is the price defined by the district j. 

 

The kernlab package of the R programming language 

version 2.15 was used to calculate the SVM model. This tool is 

useful for kernel-based machine learning methods for 

classification, regression, clustering, novelty detection, 

quantile regression and dimensionality reduction. It also 

includes SVM, Spectral clustering, Kernel PCA. Caret 

package was also used to calculate the variable importance of 

the predictors, this package is also useful for data splitting, 

pre-processing, feature selection and model tuning using 

resampling.  

Table 4. Socio-economic factors 

Variable 
Additional 

information 
Total Type 

Bus stops None 4,555 Num 

Latitude, 

longitude 
None 6,031 Num 

Convenience 

stores 
None 399 Num 

Medical 

institutions 

Hospital, Clinic, dental 

clinic, private schools, 

etc. 

1,522 Num 

Parks  None 754 Num 

Land use price By district  325 Num 

Public Facilities 

Building, national 

institutions, local 

government, schools, 

post office, etc. 

3,216 
Num 

Cat 

Supermarkets  None 85 Num 

Train stations  None 9 Num 

Land use data  
Urbanization promotion 

Area 
6,031 Cat 

 

Note: Numerical (Num), Categorical (Cat) 

Table 3. Aomori's MtA (UPA) 

Class Area (ha) Percentage(%) 

Rice field 345 5.7 

Other agricultural 140 2.3 

Forest 206 3.4 

Waste Land 45 0.7 

Building site 3,848 63.8 

Arterial traffic 305 5.1 

Other 889 14.7 

Rivers lakes 105 1.7 

Beach 2 0.0 

Ocean 146 2.4 

Golf course 0 0.0 

Total 6,031 100.0 

 

Table 2. Land use categories 

Code Description Color 

1 Rice fields ■ 

2 Other agricultural land ■ 

3 Forest ■ 

4 Waste Land ■ 

5 Buildings, residential area ■ 

6 Roads ■ 

7 Other sites ■ 

8 Rivers and lakes area ■ 

9 Beach ■ 

10 Ocean ■ 

11 Golf course ■ 
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Table 5. Experimental results 

 Tuning 1 Tuning 2 Best model 

Gamma value 0.01 0.1 0.07 

Cost  760 7 100 

Kappa Index 0.47 0.63 0.82 

Rand Index 0.71 0.79 0.86 

% diagonal values 0.74 0.81 0.90 

Processing time 

(min) 
19.90 93.75 >12 (hours) 

 

V. RESULTS 

A. UPA analysis 

By calculating and rescaling the distance from each 

polygon’s centroid to the socio-economic factors it was possible 

to evaluate the geographical distribution. Figure 4 shows 

density curve for distance from each polygon to socio-economic 

factors. According to the compact city definition, the 

boundaries have to be defined clearly, although the edges in the 

main part of the UPA are not defined particularly, it is possible 

to identify using geographical data that most of the social 

activities take place in this area. By calculating distances it was 

possible to identify the boundaries of the UPA central part at 5 

km from the core, further than this distance there are few 

railway stations, supermarkets and other facilities. The 

database was randomly divided into two sets, 70% of the data 

was used as training and the remaining information was used 

for testing. The training set is used to train a multiclass SVM 

classifier [25].  

B. Parameterization 

According to literature on land use prediction models using 

SVM [26][27], the radial basis function Kernel presents a good 

performance in land use prediction. We have configured the 

SVM using this Kernel. 

 

We have performed 3 different experiments to find a 

minimum training and cross errors, those experiments are 

called tuning 1, tuning 2 and best model. The parameters 

related with cost and gamma values are determined by grid 

search method using cross validation approach. The grid 

search method is useful for the computation of expensive 

numerical simulations and it has been applied in different 

studies in order to find a global minimum [28].  

The first experiment consisted of 30 simulations, and total 

time was 19.90 min. The Kappa and Rand indexes were 

calculated to evaluate the SVM, the results were (0.47, 0.71) 

respectively. The Kappa index with larger values indicates 

better reliability, Kappa values greater than 0.7 are considered 

satisfactory. Rand index measures the percentage of decisions 

that are correct; it means that the prior results are still far from 

an accurate value. For that reason the experiments have to be 

improved. The number of vectors for this experiment was 

2,386. 

The computational time for the second experiment was 

93.30 min, in this experiment we have run 200 simulations, the 

Kappa and Rand indexes were (0.63, 0.79) respectively, and 

the percentage of diagonal values was 81%, however the results 

are still far from good accuracy levels. The total number of 

vectors was 2,537.  For those reasons we have extended the grid 

search in order to reach more accuracy and best model 

parameters. 

The final experiment took more than 39 hours using a 

Windows based computer with 12Gb RAM memory, and 

processor Intel Xeon 2.67 Ghz. The number of simulations was 

5015. In this experiment we found a Kappa and Rand Indexes 

(0.82, 0.86) respectively, the percentage of diagonal values is 

90%. Results of the experiments are shown in Table 5. The 

standard deviation was calculated between the training error 

and cross error to choose the best simulation parameters. In this 

 
Figure 4. Distance from polygon to socio-economic factors (km) 
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Figure 6. AUC for each predictor.  

Note: st: Station, med.: medical, inst.: Institution, fl.: Facility, conv.: Convenience store 

 

Table 6. Simulations' sample values 

Cost 
K-fold 

cross 
Gamma nsv Tr.Er Cr.Er St.Dev 

100 30 0.068 2429 0.100 0.259 0.112 

100 70 0.067 2427 0.102 0.263 0.114 

90 100 0.072 2431 0.101 0.262 0.114 

100 60 0.068 2429 0.100 0.262 0.115 

100 100 0.068 2429 0.100 0.262 0.115 

100 50 0.067 2429 0.101 0.264 0.115 

100 20 0.069 2430 0.100 0.264 0.116 

100 80 0.067 2428 0.102 0.266 0.116 

100 10 0.068 2428 0.101 0.265 0.116 

100 40 0.068 2427 0.101 0.266 0.117 

Note:  nsv: Number of support vectors, Tr.Er: Training 

error, Cr.Er: Cross error, St.Dev.: Standard deviation.  

experiment, the cost value same as 100 presents the minimum 

training error (10.0%) when the cross value is same as 30 

(Figure 5), Table 6 presents a simulation sample values. The 

number of vectors calculated was 2,424 with the same number 

of predictors. Although the first experiment presents the 

minimum number of vectors, the third experiment shows the 

best Kappa and Rand indexes. 

C. AUC calculation 

The third experiment was used to calculate the AUC for each 

predictor (Figure 6). The results for building and residential 

area parameter show that latitude is the factor that contributes 

most to the model with an area higher than (0.95). The factors 

given by the distance to other institutions, public facilities, 

medical institutions, longitude and convenience stores 

conformed the second group with an AUC value higher than 

(0.8). Finally, in a third group there are factors related with 

transportation methods, such as distance to train stations and 

bus stops, also the public facilities categories, parks, 

supermarkets. For all the factors the “latitude” has the largest 

AUC with a value higher than 0.9. And price of land is the 

factor that aggregates less information to the model. 

 

 

 

 
Figure 5. Results with cost same as 100 
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Figure 7 shows original and predicted information of UPA 

for Aomori MtA, also a detailed area across rivers is shown 

surrounded by a circle. The largest errors were on waste land 

(21.4%), across rivers and lakes (25.6%). However, the error 

close to beach area was (0.0%), forest (6.4%), buildings and 

residential area (6.7%). 

VI. DISCUSSION 

The land use prediction using socio-economic factors has a 

promising future due to the importance of the model. The MtA 

of Aomori corresponds to the UPA, for that reason it was 

possible to identify the boundaries of this area. According to the 

compact city characteristics, the boundary has to be clear in 

order to bring people together and optimize resources such as 

energetic and transport. By using GIS we identify that more 

than 90% of people live in the UPA. 

Rescaling data was needed in order to avoid errors in the 

classification process. That process allowed identifying the 

boundaries of UPA central area, because the density curves of 

the socio-economic factors do not present information between 

4 km and 5 km. One of the most important characteristics of 

Aomori MtA is the commuter belt. This area affects the 

model’s performance, because most of the socio-economic 

factors such as railway stations, shopping malls, hospitals and 

schools are located in the core of the MtA. Model calculation 

shows that this situation produces variability from the 

commuter belt to the core area. 

Although the SVM is a useful technique for classification, 

the machine time consumption was expensive; it could be seen 

in the different experiments. However, in the third experiment 

appropriate Kappa and Rand indexes could be found. The 

experiment took 10 times more than the second one, however 

 
Figure 7. Aomori's UPA (detailed area) 

Note: The top-left map illustrates the original information. Bottom map shows a detailed area across rivers surrounded by a 

circle. The largest errors on the SVM were on this class.  
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the minimum global was found when the cost was 100 and 

gamma value same as 0.07. The grid search method was useful 

to identify the best values. In our experiments we verify that, 

when the cost was 100 it was possible to identify accurate 

values for the model, this result agrees with Liu et al. [29] by 

optimizing parameters of SVM model. In their study the 

gamma value was 0.143, with a Kappa value same as 0.84, for 

5 land use classes. However in our study, the overall accuracy 

was 84% using 11 land use classes. The accuracy for roads and 

rivers classes was (66% and 74%) while beach, rice fields, 

forest and residential areas was higher than 93% and can reach 

100%. 

Simulations were important to define the model in the 

beginning, although the time machine required was 

considerable. Through grid search it was possible to identify 

parameters for each combination, however a local minimum 

was found without finishing all the experiments. Time 

computing for simulations was expensive; the experiments 

show that by increasing the computational time it was possible 

to find a minimum global. This is one of the simulation issues; 

however it is possible to find appropriate parameters once 

fitting values are acquired. In these experiments the conditions 

were in accordance with Kappa and Rand indexes, as well as 

training and cross errors.  

AUC values were calculated for each predictor. The 

residential area shows that latitude presents an AUC over 0.96, 

distance to other institutions, public facilities, medical 

institutions, convenience stores and polygon’s longitude have 

an AUC higher than 0.8 . According to the problems related 

with aging and depopulation, it is evident that health 

institutions and public facilities are more important than other 

factors. In a third group it is possible to identify that the AUC 

values for the groups related with transport, such as distance to 

railway stations and bus stops, distance to parks, distance to the 

closest district given prices and type of public facility are 

higher than 0.71. Finally the socio-economic factor that is less 

important is referent to prices with an AUC value same as 0.63. 

AUC results for rivers and ocean predictors were similar; the 

standard deviations between the predictors for each factor was 

lower than 0.09, it means that the behavior between the two 

predictors is similar. The differences between the AUC values 

were compared and the P-value was higher than 0.1. It means 

that it is not significantly different. Rivers and ocean predictors 

depend on the geographical conditions, for that reason it is 

possible to get rid of both of them, and rather analyze the beach 

area taking into account the land reclamation.  

Comparison between rice fields and other agricultural land 

(Figure 8) shows that the largest deviation was in distance to 

other institutions, distance to supermarkets and distance to the 

closest district to assign a land price. The comparison between 

the AUC values showed that the P-value is higher than 0.5; it 

reflects that the difference between both AUC values is not 

significantly different. This shows that rice fields and 

agricultural land parameters are similar, and both can be 

combined into one parameter to reduce the SVM model. 

However, forest parameter should not be joined with the last 

group, because the P-value between the difference of forest, rice 

field and other agricultural land is lower than 0.05, and the 

human activity in the forest area is different than the other 

mentioned classes. If the classes such as rice field and 

agricultural land are joined, and rivers and lakes classes are 

joined in another group, the parameters could be reduced to 8 

classes and the model accuracy could be improved. 

New approaches have been done in order to optimize the 

computational time. The parallel computation for SVM [30] 

presents an approach to improve the number of calculations in 

order to reach the best parameters. The number of cross 

validations could be reduced at least one order of magnitude 

more than other grid search methods. By using parallel 

processing 60% more of function evaluations can be evaluated.  
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Figure 8. AUC comparison for rice fields and other agricultural land 

Note: st: Station, med.: medical, inst.: Institution, fl.: Facility, conv.: Convenience store 
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However, in order to use appropriately the parallel computing it 

is needed to think about the number of processors –also called 

workers- without job. Khun [31] showed that using the parallel 

processing the computational time using 10 processors is more 

than 5 times faster than in a serial computing; also the speedup 

is more than 10 times faster, where speedup is defined as the 

time for serial execution divided by the parallel execution time. 

It suggests that the parallel processing is necessary to calculate 

appropriate parameters. However, the maximum possible 

speedup achieved by parallelization with P number of 

processors is equal to P. For this study it may be necessary to 

reduce the system to 8 classes in order to gain efficiency by 

sacrificing speedup. 

The prediction of land use cover and land use has been done 

using satellite image data by classifying the color information 

[32]. The data related with the different classes of land use are 

embedded into each vector file, for that reason the problem 

related with the color threshold and its correct classification 

does not exist in our study. 

VII. CONCLUSION 

In this study we have contributed to integrate geospatial 

information with socio-economic factors in order to classify 

land use. The SVM algorithm is useful to classify land use 

using information of socio-economic factors in a compact city 

model. By tuning the model, we could find the best cost and 

gamma parameters. It is important to choose the best variables 

which affect the housing in order to understand clearly the 

internal situation of the city. The UPA serves its purpose by 

gathering most of the residents in this area. It is possible to see 

the implementation of the compact city model in the UPA of 

Aomori MtA through the land use master plan and UPA’s 

boundaries definition. 

The use of the AUC helped to understand how each classifier 

affects the model. Using this criterion it is possible to 

understand hidden characteristics about the housing 

decision-making process. It was clear the influence of 

commuter belt through the AUC calculation. The most 

important variables for residents are related with transportation, 

health, land price and services. 

In further experiments we will take special attention to the 

residents who live in the commuter belt. We will analyze what 

would happen in the case that the boundary of the Aomori 

compact city model was completely close (without detached 

areas). An approach of the SVM to middle and large scale of 

MtA will be given. In order to compare the compact city model 

behavior and its development, we will study other MtA which 

share similar characteristics. We will study their behavior 

taking 3 different periods of time, and in this way it is possible 

to understand the development of the core area and commuter 

belt. 

Model parameters might be improved to increase the 

accuracy by extending the grid search or using an optimization 

method, also it is convenient to revise the mathematical 

formulation in order to reduce the time machine consuming. 

New variables will be added to improve the classification 

model and we will examine new relationships and ratios 

between them. 
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