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Abstract— Using the Contraction Principle, Perov’s theorem and
the General data dependence theorem, some results of existence and
uniqueness and data dependence of the solution of the integral
equation with modified argument

X(1) = [ K(t,5,X(s), X(9(s)), X| 1 )ds+ T (1) , te O,

functions
1:Q0-5Q,

where QcR™ is a bounded domain and the
K:QxQxR"xR"xC(AQ,R") > R", f:Q-—>R"
are given. Also several examples are given.

Key-Words: — Nonlinear integral equation, existence, uniqueness,
data dependence.

N the study of some problems from turbo-reactors industry,
in the ’70, a Fredholm integral equation with modified
argument appears, having the following form

INTRODUCTION

X(t) = iK(t, s,%(s), x(a), x(b))ds + f () , (1)

where K :[a,b]x[a,b]xR® -R, f:[a,b] &R, t €[a,b].

This integral equation is a mathematical model reference
with to the turbo-reactors working.

The results obtained by the author for the solution of this
integral equation regarding the existence and uniqueness, the
data dependence, the differentiability with respect to a and b
and the approximation of the solution, were published in
papers [1], [3], [4], [5], [7], [8]. These results have been
obtained by applying the Contraction Principle, Perov’s
theorem, Schauder’s theorem, the General data dependence
theorem and the successive approximations method with
several quadrature formula.

Starting with the Fredholm integral equation with modified
argument (1), we have also considered a modification of the
argument through a continuous function g :[a,b] — [a,b], thus
obtaining the integral equation with modified argument
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x(t) = .[K (t,s,x(s), x(9(s)), x(a), x(b))ds + f (), 2

where K:[a,b]x[a,b]xR*>R, f:[a,b] >R, and g:[a,b]— [a,b].

In the papers [10], [11], [12], [15] and [18] the results of
existence and uniqueness, data dependence, differentiability
with respect to a parameter and approximation of the solution
of integral equation (2) have been published.

Also some properties of the solution of the integral equation
(2) were published in paper [16].

These results have been obtained by applying the
Contraction Principle, Perov’s theorem, the General data
dependence theorem, the successive approximations method
with several quadrature formula, the Abstract Gronwall lema
and the comparison lema.

A generalization of the integral equation (2) is the
following integral equation with modified argument

X(t) = [K(t,5,%(5), X(9(8)) X Lo)ds + T (1) , (3)

where t e Q, Q < R™ is a bounded domain,
K:QxQxR"xR"xC(@Q,R") >R", f:Q>R", g:Q>Q.

Several results for the solution of the integral equation (3)
have been published in paper [19].

The purpose of this paper is to give several results of
existence and uniqueness and data dependence of the solution
of integral equation (3).

In order to establish these results, the Contraction Principle,
Perov’s theorem and the General data dependence theorem,
have been used.

Also, some results from the papers [2], [6], [9], [13], [14],
[17], [20] and [21] are useful.

Let X be a nonempty set, d a metric on X and A:X—X an
operator. In this paper we shall use the following notations:

NOTATIONS AND PRELIMINARIES

Fa={xeX | A(X)=x} - the fixed points set of A
A"L=poA"  AD=1,  ALi=A, neN.

Also, we will use the Banach space C(Q,R™)
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Cc(@,R") ={ f: @ »R"™|fis continuous function},

endowed with the generalized Chebyshev norm defined by the
relation:

Il g
"X"c = , forall x=|..|e C(QR™ @
"Xm"c X
where | x, [, =max|x ()], k=1m .

te[a,b]

In order to study the existence and uniqueness of the
solution of integral equation (3), we will use in section |1l the
following two theorems:

Theorem 1 (Contraction Principle) Let (X,d) be a complete
metric space and A : X — X a contraction (a < 1).
In these conditions we have:

(i) Fa={x};

(i) X =limA"(x,), forall X, € X;

(i) d(x") A" (%)) < 2 d (. A(%,))
1-a

Theorem 2 (Perov) Let (X,d) be a complete generalized
metric space with d(x,y)eR™ and A:X — X an operator.
We suppose that there exists a matrix Q e Mmn(R+) such that

(i) d(A(x),A(Y)) < Qd(x,y), forall xy €X;
(i) Q" — 0 as n—o.
Then
(@) Fa={x};
(b) A"(x) > X" as n—oo and

d(A"(x), X) < (1 - Q)'Q"d(X0,A(X0))-

By definition, a matrix Q € My,(R) converges to zero if the
matrix Q converges to the null matrix as k — .

The following theorem has two conditions which are
equivalents with the convergence to zero of a matrix
QeMpn(R+). This theorem is useful in the example B from
section V.

Theorem 3 (see [20]) Let Q € My, (R:) be a matrix.
The following conditions are equivalents:

Q-0 as k— oo

(i) The eigenvalues 4, K :ﬁ, of the matrix Q,

satisfies the condition |4J <1, K :ﬁ :

(iii) The matrix | —Q is non-singular and

(1-Q)'=1+Q+...+Q"+...
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In order to study the data dependence of the solution of
integral equation (3), we will use in section 1V the following
theorem:

Theorem 4 (General data dependence theorem) Let (X,d)
be a complete metric space, f, g : X — X two operators and,
suppose:

(i) f is a—contraction and F;= {x;};

(i) x; eFy ;
(iii) there exists # >0 such that

d(f(x),g(x)) <n, forall x e X.

In these conditions we have

In this section we will present four theorems of existence
and uniqueness of the solution of integral equation with
modified argument (3).

In order to obtain the existence and uniqueness theorems of
the solution of integral equation (3) in C(Q,R™) space we will
reduce the problem of determination of the solutions of
integral equation (3) to a fixed point problem. For this purpose
we consider the operator A : C(Q,R™)— C(Q,R"), defined
by the relation:

EXISTENCE AND UNIQUENESS

AMX)() = J.K(tyS, X(8),x(9(8)) X | s0)ds + (1) - ©)

The set of the solutions of integral equation (3) in C(Q,R™)

space, coincides with the set of fixed points of the operator A
defined by the relation (5).

Applying the Contraction Principle, we obtain the
following two theorems of existence and uniqueness of the

solution of integral equation (3) in C(Q,R") space,
respectively in B(f;r) sphere.

Theorem 5 Suppose that:
(i) K eC@QxQxR"xR™xC(AQ,R™), R™), f eC(Q, R"),

geC(Q Q);
(ii) there exists L >0, such that

K, (t,s,u,,u,,u,) = K (t,5,V,,V,, V)| <

s L“lul _vl"Rm +||U2 _V2||R'“ +||U3 Vs C(éQ‘R”))

forallt, se Q, Uy,UpVi,V2eR™, Ug,Vze C(OQ,R™), i=Lm;
(iii) 3:.L-mes(Q) < 1.

Under these conditions the integral equation (3) has a
unique solution X~ e C(Q,R™), which can be obtained by
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successive approximations method starting at any element
from space C(Q,R™). Moreover, if X, is the start function and
Xy is the k" successive approximation, then we have:

Proof: From the condition (i) it results that the operator A is
correctly defined.

Now we verify the conditions of the Contraction Principle.
Let we prove that the operator A is an a-contraction.

From the condition (ii) we have:

| AC)®) - AY)(®) | <

*

[3Lmes(Q)]*
X =X " clar) < 1-3Lmes(Q) " Xo =%y " clarm)

(6)

<| [ [K s, x(5), X(@(), X 1) ~ K (€5, ¥(5), Y(@(5)).¥ | 1) s <

<3-L-mes(Q)-[ x-y "c(am)
and using the supremum norm we obtain

||A(x) - A(y)||c(5’m) < 3Lmes(Q)||x - y||

c(@.Rr™ "

Therefore the operator A satisfies the Lipschitz condition
with the constant 3-L-mes(€2) and from the condition (iii) it
results that the operator A is an a-contraction with the
coefficient o=3:L-mes(€2). Now, the conclusion of this
theorem results from the Contraction Principle. [

Theorem 6 Suppose that:

(i) KeC@xQx(,x---xJ,)x(d, x--xJ, ) xC@R",R",
feC(Q R"),geC(Q Q), where Jy, ..
closed and finite intervals ;

(ii) there exists L >0, such that

. JmcR are

K (t5,u;,u,,5) = K (8,5,V,,V,, V)| <

< U =l e +ts Vsl e
for all t,5€ Q, Ug,Up Vi, Vo€diX . . . xJm, Us,Vae C(OQ, R™),
i=Lm;
(iii) 3:L-mes(Q) < 1.
If there exists r > 0 such that
keB(t:n| = xyed,x---x3,] @
and the following condition is met:
(iv) M mes(Q) <r,
where M is a positive constant, such that

|Ki(t,s,u,v,w)|§MK , (8)

forallt, se Q , u, vedyx. . .xJm, weC(Q,R™),
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then the integral equation (3) has a unique solution X~ e
B(f;r)=C(Q,R™), which can be obtained by the successive

approximations method starting at any element from B(f:r)

sphere. Moreover, if X, is the start function and x is the k™
successive approximation, then the estimation (6) is met.

Proof: From the conditions (ii) and (iii) it results that the
operator A: B(f;r) > C(Q,R"), defined by the relation (5) is
an a-contraction with the coefficient & =3-L-mes(Q).

From the condition (iv) it results that A(é(f;r))c B(f:r),
i.e. B(f;r) el(A).

Since B(f;r) is a closed subset in Banach space C(Q,R"),

it results that the Contraction Principle can be applied and the
proof is complete. [J

Now, on the space C(Q,R™) we consider the generalized

Chebyshev norm, defined by the relation (4) and we obtain a
complete generalized Banach space.

Applying the fixed point Perov’s theorem, we obtain the
following two theorems:

Theorem 7 Suppose that:

(i) K eC@QxQxR"xR"xC(AQ,R"), R™), f eC(Q, R"),
geC(Q Q);

(ii) there exists Q € Mym(R+) such that

[K(ts,u,,u,,u,) = K(t,s,v,,V,,v,)] <

< Q("U1 _villc +||U2 _Vzllc +||U3 —V3| C(ésl,r”))

forall t,se Q , Uy,Up,V1,Vo€R™, Us,v3e C(BQ,R™);

(iii) 3:mes(Q2)-Q is a matrix which converges to zero.

Under these conditions the integral equation (3) has a
unique solution X~ e C(Q,R™), which can be obtained by
successive approximations method starting at any element
from space C(Q,R™). Moreover, if X, is the start function and
X, is the k™ successive approximation, then we have:

"X* _Xk"c(ﬁm) <
<[3mes(Q)Q]"[I —3mes()Q] [ x, - x, e 9)

Proof: We consider the operator A:C(Q,R") —C(Q,R"),
defined by the relation (5):

AMX(®) = _[ K(t,s,x(s), x(9(8)), | 50)ds + (1) -

From the condition (i) it results that the operator A is
correctly defined.

The set of the solutions of integral equation (3) in C(Q,R™)
space, coincides with the set of fixed points of this operator A.
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Now we verify the conditions of Perov’s theorem. Let we
prove that the operator A is an contraction.

From the condition (ii) it results that the function K satisfies
a Lipschitz condition with respect to the last three arguments,
with a matrix Q € Myn(R+). Therefore we have:

A 000 - A ()
| AC)®) - A | = N
A, ()0 - A, ()]

[l.(t5.X(9). @@ X 1)KL, y(s),y(g(s)),yug)]d%

[, .5 X6 X(@(S) X ) =K, (15, y(s),y<g(s)),y|m)]d%

[ Kt 5,%(5). X(@(ED). X 20~ K65, Y(5), (G(S)),Y | )

]

Q

IA

K (6,5, X(5) X(9(8)) X 5) ~ Ky (65, Y(8), YOOV | ds

Now, using the generalized Chebyshev norm on C(Q,R™)
space, defined by the relation (4) we obtain:

" A(X) = A(Y) "(:(E,R”) < 3mes(Q)Q" X-y "c(ﬁw)

and it results that the operator A satisfies a Lipschitz condition
with respect to the last three arguments, with the matrix
3:mes(©2)-Q € Mym(R4).

From the condition (iii) it results that the operator A is an
a—contraction with the matrix a =3:-L-mes(Q2).

Now, the conclusion of the theorem results from Perov’s
theorem. [

Theorem 8 Suppose that:

(i) KeC(E)xE)x(Jlxn-><Jm)><(J1><-~~><Jm)><C((';Q R™,R™,
feC(Q R™),geC(Q Q),wherelJy, ...
closed and finite intervals ;

JncR are

(i) there exists Q € Mym(R+) such that

[K(ts,uy,u,,u) = K(ts,v,,v,,v,)| <

c(aQ,rM))

< Qo vl oz -vall +us -vs
forallt,se Q, U, Uy, Vi, Va€dy X . . . X I,
Us, Vze C(0Q,R™);
(iii) 3:mes(€2)-Q is a matrix which converges to zero.

If there exists r e M (R,) such that

keB(t:n|=xmed,x - x3,] (10)
and the following condition is met:

(iv) Mk mes(Q) <r,
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M
M, =
M

where eM_,(R,)is a matrix with positive

constant as elements, such that

[Ktsuv.w)|. <M, (11)

forallt,se Q , u, vedix. . .xJm, weC(6Q,R™),

then the integral equation (3) has a unique solution X~ e
B(f;r)=C(Q,R™), which can be obtained by the successive

approximations method starting at any element from B(f:r)

sphere. Moreover, if X, is the start function and x, is the K"
successive approximation, then the estimation (9) is met.

Proof: From the conditions (i), (ii) and (iii) it results that
the operator A : B(f;r) > C(Q,R™), defined by the relation
(5) is an contraction with the matrix 3:-mes(€2)-Q € Mum(R+).

From the condition (iv) it results that A(é(f;r) c B(f:r),
i.e. B(f;r) el(A).

Since B(f;r) is a closed subset in Banach space C(Q,R"),

it results that Perov’s theorem can be applied and the proof is
complete. [

I\VV. DATA DEPENDENCE

In this section we will present one theorem of data
dependence of the solution of the integral equation with
modified argument (3).

In order to study the data dependence of the solution of
integral equation (3) we consider the perturbed integral
equation

y() = f H(t,s, y(s), y(9(8)), ¥ |0 )ds + (1) , (12)

where teQ, QcR™ is a bounded domain,
H:QxQxR"xR™xC(AQ,R") >R™, h:Q >R™, g:Q—>Q.
Applying the General data dependence theorem, we have
the following data dependence theorem of the solution of
integral equation (3):
Theorem 9 Suppose that:

(i) the conditions of the theorem 7 are satisfied and we
denote with x"e C(Q,R™) the unique solution of integral
equation (3);

(i) H eC(QxQxR"xR™xC(6Q,R™), R™), heC(Q, R™),
geC(Q Q);
(iii) there exists Ty, T, eMp1(R,) such that

[Ktsuvw-Htsuvw)| < T

forallt, se Q, u, veR™ we C(6Q,R") and
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[f®-he), < T, forall teq.

Under these conditions, if y"e C(Q,R") is a solution of the
integral equation (12), then we have:

*

X -y

*

< [1-3Qmes(@)'[T, - mes()+T,].  (13)

C(Q.R™)

Proof: Let we consider the operator A from the proof of the
theorem 6, A: C(Q,R™) — C(Q,R™), attached to the integral
equation (3) and defined by the relation (5):

AX() = jK(t,s, X(8),x(9(8)): x| 50)ds + F (1) -

Also we attach to the integral equation (12) the operator
D:C(Q,R") — C(Q,R™), defined by the relation:
D(y)(t) = J H(t,s, y(s), Y(9(s)), ¥ | .0 )ds + h(t) . (14)

Q
From the condition (ii), it results that the operator D is

correctly defined.
The set of the solutions of the perturbed equation (12) in

C(Q,R") space coincides with the fixed points set of the

operator D defined by the relation (14).
We have

=yl = [a)-pudl, <

C

<

C

< |ACH) - A

.+ Ay -Dey)

A ) - A YO |A(y)®) - D,y )O)

AL G0 - AL ()W)

<

+

AL (YO - D, (y )0

J[KtsX (6).X (9N X 120) = Ky(t,5,Y'(5), Y (9N Y | a)|ds

IN

b

]

a

Kn(t,8,X°(8). X' (9(8)). X" [50) = Ko (L5, Y (5), Y (9(3)). Y Im)|0IS

b

[[Ki(t5,Y(8),Y (9D Y 1) = Hilt,5, Y (8), Y (), Y 1)

a

!

f,()—h(t)]

£, (0, )]

Since the function K satisfies a generalized Lipschitz
conditions with respect to the last three arguments with the
matrix Q (theorem 7, condition (ii)) and from the condition
(iii) and the generalized norm defined by the relation (4), we
obtain
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Kn(t.5,Y'(8).Y (9()).Y [20) —Ho(t.5,y ()Y (9(5). Y |m)|ds
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||x*—y*||c < 3Qmes(Q)||x*—y*||C + T,-mes(Q) + T,.
Therefore, we have

<

[I —3Qmes(Q)]: ||x -y (15)

T, -mes(Q) + T,

C

and now, it results the estimation (13). The proof is complete.
g

V. EXAMPLE
In what follows we present three applications of the
theorems established in the previous sections.

A. We consider the integral equation with modified
argument

x(t)=j.(

where te[01], KeC([0,1]x[0,1]xR?),
sinu, +cosu, LUt
7 5

f eC[0,1], f(t) =cost, geC([0,1],[0,1]), 9(s) =s/2, xeC[0,1]

sin(x(s)) + cos(x(s/2)) N x(0) +x(2)
7

]ds +cost  (16)

K(t,s,u;,u,,us,U,) =

and the conditions of the theorem 5 were verified, in order to
prove the existence and uniqueness of the solution in C[0,1]
space.

In order to study the existence and uniqueness of the
solution of the integral equation (16) in C[0,1] space, we
consider the operator A : C[0,1] — C[0,1] defined by the
relation:

sin(x(s)) + cos(x(s/2)) . x(0) +x(2)
5

AX)(t) = j [ 7 jds +cost. (17)

The solutions set of the integral equation (16) in C[0,1]
space, coincides with the fixed points set of the operator A.
We have

| K(t,S,U,,U,,U,,U,) - K(t,s,vl,vz,vg,v4)| =

sinu, +cosu, R sinv, +cosv, Vv +V,
7 5 7 5

<

sl sinu, —siny, +l sinu, —sinv, +l Uy — Vg +l u,—v,| <
7 7 5 5
1,0, u-v u+v| 1.|. u,—v, u, +Vv,

< Z2|sin———=| cos———| + = 2[sin—=—=-| cos——2 +
7 2 2 2

+1|u —v |+1|u -V, | <
5 3 3 5 4 4=

<1

|u1—v1|+1|u2—v2|+1|u3—v3|+1|u4—v4| ,
7 7 5 5

forall t,se[01], u,vieR, i=14.
Now we have

407
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cos(x(s/2)) N X(0) +x@)
7 5

| A1) - AY)(D) | = ‘ f (Sin(x(s)) +

_sin(y(s)) +cos(y(s/2)) _ y(0)+ Y(l)) ds| <
7 5 a

sin(x(s)) + cos(x(s/2)) N X(0) +x()
7 5

1
‘|
0

sin(y(s)) +cos(y(s/2))
7

j( x(s) - y(s)|+—|x(s/2) y(s/2)]

+%| x(0) - y(0)| +%| x(1) - y(1)|jds

and using the supremum norm we obtain

11
—+=+

1
120930 gy = (335 Yl -

7£'"X_y"c[o.1]

and therefore it results that the operator A is an a-contraction
with the coefficient o = %

The conditions of the theorem 5 being satisfied, it results
that the integral equation (16) has a unique solution
X €C[0,1], which can be obtained by successive
approximations method starting at any element x,e C[0,1].
Moreover, if X, is the "™ successive approximation, then the
following estimation is proved:

24"

d(x",x,) <
( ) = 35”1 11

————d(X,, X)) - (18)

In order to prove the existence and uniqueness of the
solution of integral equation (16) in sphere B(cost;r)

B(cost;r) ={x € C[0]| [x—cost| ., <r reR},

cloy —
the conditions of the theorem 6 were verified.

Now, we consider the integral equation (16), and assume
that the conditions below are satisfied:

KeC([0,1]x[0,1]xJ%), JR is compact,
feC[0,1],
9eC([0,1].[0,1])

and we verify the conditions of the theorem 6 of existence and
uniqueness of the solution of integral equation (16) in sphere

B(cost;r) = C[0,1].
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We attach to the integral equation (16), the operator
A: B(cost; r) —>C[0,1], defined by the relation (17) where r is a
positive real number which satisfies the condition below:

[XGé(cost;r) J = [ xt)eJ =R ]

and obviously it is clear that, it exists at least one r >0 with
this property.
We have

x € B(cost;r) = |x(t)—cost|<r, te[0]] =
= |x(®)|<r+1, te[0]]

and therefore

<r+1.
C[0,1]

x e B(cost;r) = x| (19)

We establish under what conditions the sphere B(cost;r) is
a constant subset for the operator A. We have
sinu, +cosu, U, +uU,

|K(t,s,u1,u2,u3,u4)|: 7 + 5 <

1, . 1 1 1
s7| smu1|+7|cosu2 |+§|u3|+§|u4|£

1 1 1 1
s7|ul|+7|uz|+§|u3|+g|u4| :
forall t,s e [01], u,vied, i=14,and

| A(X)(t) - cost| =

_ j- (sin(x(s)) +00s(x(s/2)

x(0) +x(1) j ds| <
7 5

0

sin(x(s)) +cos(x(s/2)) N x(0) + x(1)
7

1
<
0

Therefore, it results that

(1 1 1 1
| A(X)(t) —cost | < ! (7|x(s)|+7|x(s/2)|+g|x(0)|+§|x(1)|) ds

and using the supremum norm we obtain

24 b 24
" A(x) - COSt"C[O 1 < 5 " X"C[O,l] '_([ds = E" X"c[o‘u !

which by (19) becomes

[| A(X)—cost | <

clo,1]

%(r +1) (20)
and the condition of the invariability of sphere B(cost;r) is

24
—(r+)<r.
35( )

408
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Therefore, if r > % , then the sphere B(cost;r) is a constant

subset for the operator A.
We consider now the operator A : B(cost;r) — B(cost;r),

defined by the relation (17) and where B(cost;r) is a closed
subset of the Banach metric space C[0,1].
The solutions set of the integral equation (16) coincides
with the fixed points set of this operator A.
This operator A is an a-contraction with the coefficient
_ 24
35
Since the conditions of the theorem 6 are satisfied, it results
that the integral equation (16) has a unique solution
X e B(cost;r) =C[0,1], which can be obtained by successive

approximations method starting at any element xoe B(cost;r) .

Moreover, if X, is the ™ successive approximation, then
we have the estimation (18).

B. We consider the following system of integral equations
with modified argument

X, (t) = j [Exl(sp A+L, (s/2)+ X (0)+ X (1)jds+2t+l

2t+1

X (s/2)+ X (O)+ X (1)jds+smt

(21)
where K e C([01]x[01]xR*xR?*xR?xR? R?),

K(t,s,u1,u2,u3,u4) :(Kl(trsru1ru21u3ru4)r Kz(t157u1ruzru3ru4))'

t+2 2t+1 1 1
Kl(t,S,Ul,UZ,U3,U4):?U11+T 5 31+gu41 '
t+2 2t+1 1 1
K, (t,s,u;,U,,U5,U,) :?ulz +Tuzz 7 ZUp + 7 ZUs

f eC([0,1],R?), f (t) = (fa(t), fa(1)), f,(t) =2t+1, f,(t)=sint,
g €C([0,1],[0,1]), g(s) = s/2, xeC([0,1], R?).

Now, we verify the conditions of the theorem 7 of the
existence and uniqueness of the solution of the system of
integral equations (21) in the space C([0,1], R?).

In order to study the existence and uniqueness of the
solution of the system of integral equations (21) in C([0,1],
R®) space, we attach to this system, the operator
A:C([0,1],R)—C([0,1],R?), defined by the relation:

AM() _

AIO = {Az(x)(t) -

2t+1

j(ﬁxi(s) xi(s/2)+;x1(0)+ xl(l)jds+2t+l
= (22)

f(%xz(sﬂ 2t+1x ,(s12) + ; X (0)+ L X (l)jds+smt
0
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The solutions set of the system of integral equations (21), in
C([0,1],R?) space, coincides with the fixed points set of the
operator A, defined by the relation (22).

We have

|K1(t,S,Ul,U2,U3,U4)— Kl(tlSrV11V21V3’V4)| <
K, (ts,uy, Uy, Uy, U,) = K, (8,5,V,,V,,V,,v,)|

< [1/5 0 j.[|uu —V11|+|U21 —V21|+|U31 -
L0 VT Juyy = V| +|ugy = Voo +]us, -
forallt,s € [0,1], u;, v € R?, i =L—4 '

and it results that the function K satisfies a Lipschitz condition
with respect to the last four arguments, with the matrix

= (185 1?7) QeMy(Ry) .

31| |u41 41|J (23)

32| + |u42 V42

Now it is clear that the condition (ii) of the theorem 7, is
satisfied.
By the estimation of the following difference:
[A()®) - A
Al -A =
| A - A3 (IAz(x)(t) A

IA

lel(t, 8, X(), X(5/2), x(0), X(1)) ~ K, (t,8, ¥(5), ¥(s/2), y(0), y()| ds

IA

_“Kz(t, 8, X(8), X(5/2),x(0), X(1)) = K, (t,5, (5), y(/2), y(0), y(®))| ds

and using the relation (23) and the supremum norm, we obtain

4/5 0
" A(X) - A(y) " c(fo.11,R?) < ( 0 4/7) " X=-y " C([01,R?) *

Now, it results that the operator A satisfies a generalized
Lipschitz condition with respect to the last four arguments,
0

with the matrix 415
0 4/7

j, which by theorem 3 converges

to zero.

Therefore, the condition (iii) of the theorem 7 and it results
that the operator A is a contraction.

The conditions of the theorem 7 being satisfied, it results
that the system of integral equations with modified argument
(21) has a unique solution X e C([0,1], R?), which can be
obtained by the successive approximations method starting at
any element x,e C([0,1],R?). In addition, if x, is n" successive
approximation, then the following estimation is satisfied:

[ (K, (65, X(8), (51 2), X(0), X(1) ~ K, (1,5, Y(5), ¥(s/ 2), y(0), y(1))) s

(K, (t,5.X(5), X(/2), X(0), X(1) ~ K, (15, Y(5), Y(s/ ), Y(0), y(D) )

IN
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) 4/5 0 (15 oY
"X “Holle = 1o a7)lo a7 % =%l
or
1
"x*—xn LS4 5" 1 | % =%, ||C ) (24)

Next, we will establish the conditions of existence and
uniqueness of the solution of the system of integral equations
with modified argument (21) in sphere

B(f;r) ={xeC([01,R?)||x~ f| <r, reR}

C([0,1],R?)
from the space C([0,1], R?).

We consider the system of integral equations (21), where
KeC([0,1]x[0,1]xJ* R?), J=R? is compact, feC([0,1],R?) and
geC([0,1],[0,1]) .

In order to verify the conditions of the theorem 8, we attach
to the system of integral equations (21), the operator
A: B(f;r)—C([0,1],R?), defined by the relation (22), where r
€ R?, satisfies the condition:

| xeB(tin | = [xeacr? ],

and we prove that there exists at least one r which has this
property. We have

[x, (1) - (2t + )|
|x, (t) —sint]

n

b

2

<

xeB(fin) = |xO-fO|<r = [

and consequently, it results that

J<(

In what follows, we determine the conditions which assure
that the sphere B(f;r) is a constant subset for the operator A.
We have

rL+3

[x, (O]
[x, )

<

xeB(f;r) = ( } t e [0,1]. (25)

r,+1

| A - f ()] =

!E
j %xz(sﬂ

t+2

2t+1
—X(S) +
15 1()

15
2t+1
21

K512+ %0+ %

Jes

X,(5/2) +%x2(0) +%xz(1)st

= <

I

0

2t+1
15

2t+1
21

ds

1 1
xz(s/2)+gx2(0)+gxz(l)

IN

ds

xz(s/2)+%x2(0)+%x2(1)

Ot O —
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Also, for the function K we have

s
= (185 1?7}{

forall t,s € [0,1], u,vieJ, i=14.
So we have

|K1(t,S,U1,U2,U3,U4)| <
K, (t.5,u,,u,,u,,u,)|

| |t + ] |

|

| ] + o] | |+ i

| At - F ()] <

{3)

and using the supremum norm, we obtain

j" X " c(oRY) *

o | [ (@l +pxr2)]+ ]+ x| Jas

T (]xz(s)| +]%, (51 2)| + %, (0)] +| %, (O )ds

Ot——F o

415
0

0

" A(x) - f "C([D,l],RZ) S[ 4/7

By (24) it results that

4r, +12
415 0 (r+3 :
" A(x)—f ||C([0,1],R’) S[ 0 4/7].(5 +1]: 4r, + 4

and the invariability condition of sphere B(f;r)=C([0,1],R?)
is the following inequality

4r, +12

5
4r, +4

7

12
4/3

a constant subset for the operator A.

Now, we consider the operator A: B(f;r)— B(f;r), which
is defined also by the relation (22), where B(f:r) is a closed
subset of the Banach space (C[0,1], R?).

The solutions set of the system of integral equations (21), in
sphere B(f;r)=C([0,1],R?) coincides with the fixed points set
of the operator A already defined.

By an analogous reasoning with the reasoning from the
existence and uniqueness of the solution of the system of
integral equations (21) in space C([0,1],R?), it results that the
operator A is contraction.

The conditions of the theorem 8 being satisfied, it results
that the system of integral equations with modified argument
(21) has a unique solution X"e B(f;r) =C([0,1],R?), which can
be obtained by the successive approximations method, starting

n

.

2

Therefore, if r :[ j then the sphere B(f;r) is
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at any element x, € C([0,1], R?). In addition, if x, is the n™"
successive approximation, then we have:

1
n-1

< 4|5

¢ o 1

3. 7n71

(26)

%= -

C. We consider the following integral equation with
modified argument

X(t) = Jl-[sin(x(s)) +;os(x(s/2)) . x(O);x(l)}dS+ 2cost +1(27)

where K e C([0,1]x[0,1]xR?),

in
K(t,S,Ul,uz'ua’ud): 2 (ui)_;COS(uz) + U3;u4 )

f e C[0,1], f(t) =2cost + 1,
g €C([0,1],[0,1]), 9(s) =s/2, and xe C[0,1]

and the conditions of the theorem 8 were verified.

In order to study the data dependence of the solution of the
integral equation (27), we consider the following perturbed
integral equation

y(t)Zj[sin(y(S))+7COS(y(s/ 2) , yO 5+y(1) —t—2}ds+ cost (28)

where H e C([0,1] x [0,1] x R?),

sin(v,) + cos(v,) L VetV

t-2,
7 5

H(tsv,v,,V,,V,)=

h € C[0,1], h(t) =cost,
g €C([0,1],[0,1]), g(s) =s/2, ye C[0,1].

The operator A : C[0,1] — CJ[0,1], attached to the equation
(27), and defined by the relation:

sin(x(s)) +cos(x(s/2)) . X(0) +x@
5

AX)(t) :j{ ; }ds+2cost +1  (29)

is an a-contraction with the coefficient « = % .

Since the conditions of the theorem 5 are satisfied, it results
that the integral equation (27) has a unique solution
x eC[0,1].

We have:

| K (t,5,Uy, Uy, Uq,1,) = H(t,5,U;, Uy, Uq,0,) | = [t+2] < 3

forall t,s € [0,1] and

| f®)-h@)| =|cost+1|<2, forall te[0,1].
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The conditions of the theorem 6 are satisfied and therefore,
if y'eC[0,1] is a solution of the integral equation (28), then
the following estimation is met:

175
<

||X* N y*"C[O‘l] - E
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