Simulation wetting and drying of mangrove forests due to tidal currents in Qeshm canal
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Abstract— The main aim of the present paper is devoted to simulate flow pattern in the Qeshm canal which is affected by two open boundary conditions at inlet and outlet of the canal, which are formed by tidal currents in the Persian Gulf. In this paper, hydrodynamic simulation of tidal currents in the Qeshm canal due to tidal fluctuations in Hormoz Strait is presented. The mathematical model utilized consists of depth averaged equations of continuity and motion in two-dimensional horizontal plane which considering hydrostatic pressure distribution. The cell-vertex finite volume method is applied for converting the governing equations into discrete form for unstructured control volumes. In order to reduce the unwanted errors during model running, an artificial viscosity formulation, was used which is designed for the unstructured triangular meshes. The quality of the model results is verified by comparison between numerical results and reported data in the literature for flow in a channel with a spur dike. Finally, the performance of the computer model to simulate tidal flow in a geometrically complex domain, which is subject to wetting and drying is examined by simulation of tidal currents in the Qeshm canal in the Persian Gulf.
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I. INTRODUCTION

The Qeshm canal is situated in the north-east of the Persian Gulf, which is tremendously affected by tidal currents. There are some mangrove forests in the Qeshm with magnificent landscape. Mangroves are densely vegetated mudflats that exist at the boundary of marine and terrestrial environments. In this stunning forest, the roots of mangrove trees are floated in saline water therefore, the forests are subject to wet and drying during the tidal periods. Having a better insight Fig. 1 shows a view of the forests mangrove in Qeshm canal (Persian Gulf). The flow regime in marine waterways such as the Qeshm canal has a significant effect on biological processes. The hydrodynamic modeling of tidal currents in Qeshm canal can serve as useful tool for investigation on mangrove forest from the environmental point of view. However, the concept of wet and drying makes this modeling case a challenging task.

Water free surface treatment is one of the major difficulties in numerical solution of three dimensional water flow patterns. Some of the models apply a normalized coordinate (sigma coordinate) system in vertical direction to solve three dimensional flow equations. Shallow water flow solvers are models with low computational costs and suitable for the cases in which vertical component of the flow velocities are negligible [1], [2]. Several numerical models were used to simulate hydrodynamic behaviour of flow in mangrove forests [14]. Among studied researches, using 2D depth average equations in numerical modelling of mangrove forest has received a great interest [15], [16].

However, 2D numerical models should be able to account the wet and dry processes by moving boundary techniques. A variety of approaches have been utilized to represent wetting and drying in finite difference, and finite element numerical models for free surface flows [17, 18]. Furthermore, several finite volume methods utilized for wet/dry simulation [19]-[21]. A review of several approaches for the representation of the moving boundary is given by Balzano [10]. Also, Bradford and Sanders [22] varied the free surface reconstruction scheme near the wet/dry interface to prevent spurious wave generation at boundaries.

In this paper, a version of NASIR (Numerical Analyzer for Scientific and Industrial Requirements) software which is developed for finite volume solution of shallow water equations is assessed for simulation of tidal flow patterns in a canal with variable bathymetry. Therefore, the model is tested for the circulating turbulent flow and then, the efficiency of the special treatments are considered for moving coastal boundaries is examined by simulation of tidal flow in the Qeshm canal (north east of the Persian Gulf) considering the wetting and drying of its mangrove forests.

Fig. 1, A view of Qeshm’s mangrove forest
II. GOVERNING EQUATIONS

The convection-diffusion equation, which is formed by both transport and diffusion terms, is applied to model the transient depth average currents. The depth averaged equations (Shallow Water Equations) are chosen as the governing equation of the flow in the Persian Gulf. The governing equations are written in vector form as follows:

\[
\frac{\partial W}{\partial t} + \left( \frac{\partial F^i}{\partial x} + \frac{\partial G^i}{\partial y} \right) = \left( \frac{\partial F^v}{\partial x} + \frac{\partial G^v}{\partial y} \right) + S \tag{1}
\]

\[
W = \begin{pmatrix} h \\ hu \\ hv \end{pmatrix}, \quad F^i = \begin{pmatrix} hu \\ hu^2 \\ huv \end{pmatrix}, \quad G^i = \begin{pmatrix} hv \\ hv^2 \end{pmatrix} \tag{2}
\]

\[
F^v = \begin{pmatrix} 0 \\ h\nu_h 2\left(\frac{\partial u}{\partial x}\right) \\ h\nu_h \left(\frac{\partial v}{\partial y} + \frac{\partial u}{\partial x}\right) \end{pmatrix} \tag{3}
\]

\[
G^v = \begin{pmatrix} 0 \\ h\nu_h \left(\frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}\right) \\ h\nu_h 2\left(\frac{\partial v}{\partial y}\right) \end{pmatrix} \tag{4}
\]

\[
S = \begin{pmatrix} q_z \\ -gh \frac{\partial \eta}{\partial x} + hv_f c - \frac{\tau_{bx}}{\rho_w} + \frac{\tau_{wx}}{\rho_w} \\ -gh \frac{\partial \eta}{\partial y} - hv_f c - \frac{\tau_{by}}{\rho_w} + \frac{\tau_{wy}}{\rho_w} \end{pmatrix} \tag{5}
\]

Where, \(W\) represents the conserved variables using \(h\) flow depth, \(u\) and \(v\) the horizontal components of velocity. \(G^i\) and \(F^i\) are vectors of inviscid terms (convective fluxes), while, \(G^v\) and \(F^v\) are vectors of viscous terms (diffusive fluxes) of \(W\) in \(x\) and \(y\) directions, respectively. The vector \(S\) contains the source and sinks terms of the governing equations. Also bed friction global stresses can be calculated as the following in \(x\) and \(y\) directions respectively,

\[
\tau_{bx} = \rho_w C_f u |U| \\
\tau_{by} = \rho_w C_f v |U| \tag{6}
\]

Where \(C_f = gn^2 / h^{1/3}\) (\(n\) represents manning coefficient).

In the present work, the widely used depth-averaged parabolic turbulent model is applied, in which the eddy viscosity parameter is computed by the following algebraic formulation

\[
\nu_h = \theta h U_* \tag{7}
\]

In this formulation the bed friction velocity is defined as

\[
U_* = \sqrt{\left(C_f (u^2 + v^2)\right)} \tag{8}
\]

The empirical coefficient \(\theta\) is advised between 0.067 to 0.2. This turbulence model is known suitable for depth averaged equations and has been used in some similar applications [3]-[5].

III. NUMERICAL FORMULATIONS

Ignoring source terms, using finite volume would convert the governing equations into discrete form by integrating over a control volume \(\Omega\).

\[
\frac{\partial}{\partial t} \int_\Omega W \, d\Omega + \int_\Omega \left( \frac{\partial F^i}{\partial x} + \frac{\partial G^i}{\partial y} \right) d\Omega = \int_\Omega \left( \frac{\partial F^v}{\partial x} + \frac{\partial G^v}{\partial y} \right) d\Omega \tag{9}
\]

Where superscripts \(i\) denotes inviscid terms whereas superscript \(v\) stands for viscous terms. Using green's theorem, the volume integral of inviscid and viscous terms (convective and diffusive fluxes) are converted to boundary integrals as,

\[
\frac{\partial}{\partial t} \int_\Omega W \, d\Omega = \int_\Gamma (F^i dy - G^i dx) = \int_\Gamma (F^v dy - G^v dx) \tag{10}
\]

Using the application of cell vertex (overlapping) scheme of the finite volume method, considering proper techniques to convert diffusive fluxes into discrete form and source term treatment, this method ends up with the following formulation

\[
W^+_{i+1} - W^-_{i-1} = \frac{\Delta t}{\Omega_i} \sum_{k=1}^{N} \left( (F^i_{-\Delta x} - G^i_{-\Delta x}) - (F^i_{\Delta x} - G^i_{\Delta x}) \right) - \int_\Gamma (F^v dx - G^v dx) \tag{11}
\]

Where \(W_o\) represents conserved variables at the centre of control volume \(\Omega_o\), the solution domain is decomposed into a number of triangular cells, on which the flow variables are stored at the vertices. The control volume for a vertex \(i\) is defined as the union of all the triangles having a vertex at \(i\), as shown in Fig. 2. Note that for the vertex base finite volume, there is no need to reconstruct the nodal variables from the
variables computed at the centre of the cells.

Fig. 2, A typical control volume gathered by triangles

The residual term, consists of convective and diffusive part.

\[ R(W_i) = \sum_{k=1}^{N_{\text{edge}}} \left( (\tilde{F} \Delta y - \tilde{G} \Delta x) - (\tilde{F} \Delta y - \tilde{G} \Delta x) \right)_k \]  

In smooth parts of the flow domain, where there is no strong gradient of flow parameters, the convective part of the residual term is dominated. Since, in the explicit computation of convective dominated flow there is no mechanism to damp out the numerical oscillations, it is necessary to apply numerical techniques to overcome instabilities with minimum accuracy degradation. In the present work, the artificial dissipation terms suitable for the unstructured meshes are used to stabilize the numerical solution procedure. In order to damp unwanted numerical oscillations, a fourth order artificial dissipation term, is added to above algebraic formula.

\[ D(W_i) = \varepsilon \sum_{j=1}^{N_{\text{edge}}} \lambda_{ij} (\nabla^2 W_j - \nabla^2 W_i) \]  

In which \( \lambda_{ij} \) is a scaling factor and is computed using the maximum value of the spectral radii of every edge connected to node \( i \) \((1/256 \leq \varepsilon \leq 3/256)\). Here, the Laplacian operator at every node \( i \), \( \nabla^2 W_i = \sum_{j=1}^{N_{\text{edge}}} (W_j - W_i) \), is computed using the variables \( W \) at two end nodes of edges (meeting node \( j \)). The revised formula, which preserves the accuracy of the numerical solution, is written in the following to following relation.

\[ W_i^{t+\Delta t} = W_i^t - \frac{\Delta t}{\Omega_i} \{ R(W_i^t) - D(W_i^t) \} \]  

\( \Delta t \) is the minimum time step of the domain proportional to the minimum mesh spacing and maximum wave speed of the convective homogenous equations [6]-[8].

IV. BOUNDARY CONDITIONS

Two major type of boundary conditions of flow and wall boundary condition considered in the current research.

A. Flow Boundary Conditions

The tidal flow boundary condition (like outer boundary of the test case) can be applied by imposing the water surface level fluctuations at tidal flow boundary. Surface water oscillating boundary condition was imposed at the inlet boundary as SHAHID-RAJAE port (east boundary) and BASAEED port (west boundary). Regarding to the shortage of data for water level oscillation in west boundary through numerical simulation period, the simulation and prediction of water level of tides was applied by 36 tidal constituents of Iranian national cartography centre tide’s poll. For achieving this data in the form water level fluctuations, harmonica analysis was used. For the east boundary, the tide gauge data of national cartography centre was applied.

B. Wall boundary Conditions

Free-slip velocity condition walls can be imposed where no flow passes through a vertical plane of the flow domain. This is the condition for straight borders of the first test case. At these boundaries the component of the velocities normal are set to zero. Therefore tangential computed velocities are kept using free slip condition at wall boundaries [9]. One of the most remarkable points about the present study is imposing proper moving boundary condition due to tidal currents. Thereafter, wetting and drying technique was implemented in the model. Next section is devoted to describe the wet/dry moving boundary process.

V. IMPLEMENTING WETTING AND DRYING PROCESS

In finite volume method, wetting and drying fronts are considered as moving boundaries. Considering an edge base algorithm, each edge can be considered as dry if the flow depth is below a specific value so-called critical depth on both its nodes (edge \( k \) in Fig. 3). In dry nodes, negative and depths less than critical depth are replaced by a prescribed depth and the velocity is assumed to be zero [4], [10]. This read as,

\[ h_{\text{Dry node}} = h_{cr} \]
\[ \vec{v} \text{ Dry node} = 0 \]  

Moreover, in the above described algorithm, the end nodes of dry edges are considered as dry points (Fig. 3). Furthermore, it is assumed that no mass and momentum fluxes pass through an edge that the water depth at it’s end nodes are less than the prescribed minimum depth. This yields to the following conditions:

\[ (h_k < h_{cr}) \text{ and } (h_R < h_{cr}) \rightarrow \text{No Flux} \]  

Fig. 3, representation edge \( k \) between the left and right control volumes
VI. CIRCULATING FLOW SIMULATION

In this section, the accuracy of the model to simulate circulating deep flow in a channel with a spur dike is assessed by comparing numerical results with the reported experimental measurements. The test case of channel with a spur dike as an obstacle is chosen for verification of the numerical model for solving the circulations in flow due to the irregularities of wall boundary [12].

The channel width is 0.915m and has a length of 5m. The inflow and outflow boundaries are the left side right side of the channel. At the left side of the channel (inflow boundary) the mean velocity is 0.22m/s and the flow depth is 0.223m. The dike is placed at 0.92m distance from the inflow with 0.152m height. The channel is made by aluminium and a manning coefficient of 0.1 was chosen as the roughness of the channel.

The domain is discretized with triangular unstructured mesh, which contains 1132 nodes and 2034 cells and local mesh refinement is imposed near the spur dike (Fig. 4). Slip boundary condition is imposed on the side walls. At upstream flow boundary of the channel \( x \) direction velocity is imposed.

As shown in Fig. 5, streamlines circulation is formed after the spur dike. The length of recirculation region is approximately 1.95 which is close to experimental measurement of 1.80m (which shows 8% error in computed results).

VII. WET AND DRY SIMULATION

The Qeshm canal is placed at the top of the Qeshm Island which is located in the inlet part of the Persian Gulf next to the Hurmoz Strait. Fig. 6 shows the Qeshm Island location in the Persian Gulf.

The coastal boundary and the bed surface topography of the Qeshm is very irregular. A numerical model is not able to simulate the real world flow pattern unless the geometrical characteristics of flow domain are modelled precisely. Thus, the numerical flow solver should handle the geometrical complexities of the bed and boundaries of the flow domain. In order to overcome the problem, attempt has made to solve the depth averaged hydrodynamic equations on unstructured finite volumes.

Application of unstructured mesh facilitates considering the effects of geometrical irregularities of coasts [13]. The three dimensional surface of flow bed is modelled in two stages. In the first stage, horizontal geometry of the problem is modelled by definition of some boundary curves, (281 curves of coastal boundaries) and then, the domain is discretized with triangular unstructured mesh which contains 3599 nodes, and 10218 cells. In the second stage, for converting the two dimensional mesh into a three dimensional surface, the bed elevation of the flow domain is digitized at a number of points along some contour lines. Then, the bed elevation is set for the every node of the mesh by interpolation of the elevations of surrounding digitized points. Fig. 7 shows the constructed coloured triangular meshes within the computational.
The hydrodynamic model calculates the depth-averaged equations in the solving domain. For applying this, the observed data of water level oscillation at the east boundary (SHAHID-RAJAE Port) and predicted water level oscillation at the west boundary (BASAEED Port) were considered as input data to the numerical domain.

The comparison on water level oscillation results between observed data at KAVEH Pier and numerical model was performed in a period of 24 hours (17-feb-2002) is shown in Fig. 8. It is worth noting that, the velocities comparison between model results and domain gathered data allude to the model competency in tidal currents simulation in the present area. Also, Velocity evaluation on the model outcomes and observed data is shown in Fig. 9.

![Fig. 8. Curves of water level oscillation obtained from the numerical model and observed data at KAVEH Port in a 24 hours period.](image1)

![Fig. 9. Curves of flow velocity obtained from the numerical model and observed data at KAVEH Port in a 24 hours period.](image2)

The obtained results of the numerical model through the entire domain (the Qeshm canal) are presented after 10 hr. Fig. 10 depicts the results of the flow field of water elevation oscillation by numerical model in 3D form. Also, Fig. 11 and Fig. 12 show velocity contour and velocity vectors in the Qeshm canal after 10 hr.

![Fig. 10. 3D Colour map of the water elevation alteration (km) in the Qeshm canal (t=10hr).](image3)

![Fig. 11. Map of the velocity coloured contours (km/hr) in the Qeshm canal (t=10hr).](image4)

![Fig. 12. Demonstration of the velocity vectors (km/hr) in the Qeshm canal (t=10hr).](image5)

Results show that the average discrepancy for tidal oscillation between model outcomes and observed data is about 4%. But as it can be seen in Fig. 9, the difference magnitude for velocity is higher than surface water which is about 10%. This could be as a result of measurement inaccuracy or a special effect in the canal.
VIII. Conclusion

The version of NASIR depth average hydrodynamic model simulates the time dependent and circulating problems on variable topography considering wetting and drying areas with reasonable accuracy and considerable efficiency. This model solves the equations of continuity and motions by application of overlapping cell-vertex finite volumes in the form of an unstructured triangular mesh which is converted to a three dimensional surface. Therefore, the geometrical complexities of bed and coastal boundaries variations are efficiently modelled by using unstructured mesh.

By application of an efficient turbulent eddy viscosity model, this software accurately simulates turbulent circulations due to irregularities in the coastal boundaries. This fact is proven by modelling the flow circulations behind a spur dike. The accuracy of the solution results is verified by comparison of the model results with the reported data in the literature.

As a sample application of the developed model to solve flow patterns in a case with irregular variations of bed and coastal boundaries, the tidal currents in the Qeshm canal with wetting and drying Mangrove forests is modelled. The performance and quality of the model are assessed by comparison of the model results with field measurements in a point within the Qeshm canal (Kaveh port). The comparison results on water level surface and velocities, demonstrate the ability and accuracy of the numerical model in simulation of currents the marine canals with geometrically complicated tidal flats.
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