
 

 

  
Abstract—Risk classification is an important part of the financial 

processes. In small business loans, there is always a risk for 
nonpayment or non-refunding of loans though very detailed 
examinations are made about the company. In this study, behaviors 
that increase the risk in loans or causing non-refunding are tried to be 
determined by using the rough Set (RS) approach and logistic 
regression (LR). For this purpose, 121 regularly refunded and 121 
irregularly refunded loans, drawn from a bank in 2006 year, were 
randomly selected and their attributes were examined in 2007. 
Examination is made in three sections for qualitative variables, for 
quantitative variables and for both qualitative and quantitative 
variables. As a result, RS model is applicable to a wide range of 
practical problems pertaining to loan payment prediction, but LR does 
not classify refund or non-refund of loan payment as good as RS, so 
LR can not be used for prediction. Moreover, the results show that the 
RS model is a promising alternative to the conventional methods for 
financial prediction. In fact, RS gives the attributes that affect the 
results negatively or positively with their measures which are used for 
predictions. 
 

Keywords—Classification, loan payment, logistic regression, 
rough sets. 

I. INTRODUCTION 

he financial system plays a crucial role in economic 
development as responsible for the allocation of resources 
over time and among different alternatives of investment 

by pricing the postposition of consumption and pricing the 
risk [1]. Decompositions of balances on financial systems 
affect markets badly. Therefore, these may force sound banks 
to go to bankrupt, large or small business to go to failure, or 
loans payments to go to failure. In this paper, we propose an 
approach to predict small business loan payment failure based 
on genetic algorithm techniques of RS and LR [2]. 

Business failure prediction is a scientific field which many 
academic and professional people have been working for, at 
least, the three last decades. The high individual and social 
costs encountered in corporate bankruptcies make this decision 
problem very important to parties such as auditors, 
management, government policy makers, and investors. Also, 
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financial organizations, such as banks, credit institutions, 
clients, etc., need these predictions for firms in which they 
have an interest (of any kind) [3]. Many financial decisions 
involve the classification of a set of observations (firms, 
stocks) into one or several groups of categories, what leads 
many researches to apply operational research methods to 
management problems. Methods such as discriminant analysis 
(DA), logit analysis, RS, recursive partitioning algorithm, and 
several others have been used in the past for the prediction of 
business failure. Although some of these methods led to 
models with a satisfactory ability to discriminate between 
healthy and potentially risky (candidates for bankruptcy) 
businesses, they suffer from some limitations, often due to the 
unrealistic assumption of statistical hypotheses or due to a 
confusing language of communication with the decision 
makers [4]. There exists an extensive literature devoted to the 
study of classification problems in the financial field, i.e. the 
work by Chen and Yeh [5] dealing with financial management 
or the works by Dimitras et al. [6] and Tam [7] in business 
failure [2]. Over the last 35 years, academic researchers from 
all over the world have dedicated their time to the search for 
the best corporate failure prediction model that can classify 
companies according to their financial health or failure risk [6], 
[8], [9]. Most papers deal with insurance audits, purchase 
intentions, purchase channel studies, methodologies for 
investigating customer purchasing intentions, and customer 
satisfaction [10]. Many research papers have quantified the 
problem in order to simplify the parameters, such as social 
parameters, and use statistical tools to analyze data. This 
approach, however, is only good for crisp types of data sets 
and certain data values. If the value of data is continuous or 
uncertain we must apply fuzzy theory [11]. In this paper, two 
methods, RS approach and LR are used to provide a set of 
rules able to discriminate between healthy and failing firms in 
order to predict business loan payments [3].  

The Rough Set Theory (RST) has been successfully applied 
in many real-life problems in medicine, pharmacology, 
engineering, banking, financial and market analysis and others.  
The RS methodology has found many real-life applications 
[12]. RST overlaps with many other theories, such as fuzzy 
sets, evidence theory, and statistics. Nevertheless, it can be 
viewed in its own right as an independent, complementary, and 
no competing discipline [13]. The most important problems 
that can be solved by RST are: finding description of sets of 
objects in terms of attribute values, checking dependencies 
(full or partial) between attributes, reducing attributes, 
analyzing the significance of attributes, and generating 
decision rules [14], [15]. The application of the RS approach in 

Rough sets and logistic regression analysis 
for loan payment  

Bahadtin Ruzgar, Nursel Selver Ruzgar 

T 

INTERNATIONAL JOURNAL OF MATHEMATICAL MODELS AND METHODS IN APPLIED SCIENCES

Issue 1, Volume 2, 2008 65



 

 

business failure prediction was investigated by Slowinski et al. 
[16] and Dimitras et al. [3]. In the past a large number of 
methods have been proposed to predict business failure; 
however, the special characteristics of the insurance sector 
have made most of them unfeasible. Up to date, just a few of 
them have been applied to this sector. Most approaches applied 
to insurance companies are statistical methods such as DA or 
logit analysis [17], [18] and use financial ratios as explicative 
variables. 

While the DA classifies the examined area in a category, it 
requires the independent variable data necessary for that area 
to remain under the normality assumption. The LR analysis 
classifies the examined area in two categories (it may be also 
multiple) and it doesn’t require the independent variable data 
necessary for that area to remain under the normality 
assumption [19]. Besides, it allows the independent variables 
to be continuous, discrete and categorical variables.  LR is one 
of the sophisticated statistical methods used by the banking 
industry to select credit rating variables. Extending the method 
to insurance risk classification seems natural. But Insurance 
risks are usually classified in a larger number of classes than 
good and bad, as is usually the case in credit rating. Ruzgar 
used LR analysis to classify life and non-life insurance 
companies [19] while Williamson used binary LR to calculate 
the retirement age of people depending on age, sex, 
economical and social statuses [20]. While Braniv used logistic 
analysis to examine and estimate the classification of the 
financial and non-financial values of their final bankruptcy 
resolutions [21], Temple with multi LR analysis examined 
2001 data of national health researches of the Australian 
households passing rate to private health insurance [22]. Also, 
the other studies examined and classified the disability risk and 
disability risk insurances according to workability limits, non-
workability situations and the need to get health aid of people 
who retired for reason of a physical disability [23].  

The rest of the paper is structured as follows: Section 2 
gives determinants of loan problems and Section 3 introduces 
main concepts of RST and LR briefly and explains 
methodologies. Section 4 describes the empirical models and 
the main results we obtained. Finally, Section 5 highlights the 
main conclusions that can be outlined from the analysis.  

II. THE DETERMINANTS OF LOAN PROBLEMS 

Loaning is a significant part of commercial transactions. 
The loan transactions are important for the loan drawing 
companies as well as for the loan issuing companies. While 
the small business companies try to solve their problems by 
drawing the credit they need, the financial institutions issuing 
the loan try to secure back payment of the loan (try to 
decrease the risk to minimum). In small business loans, there 
is always a risk for nonpayment or non-refunding of loans 
though very detailed examinations are made about the 
company. The important think here is to minimize the risk 
and not cause bad loans. There are many reasons that 
increase non-refunding risk of small business loans including 
financial straits faced by the company, low profit volumes, 
insufficient assets, sales not meeting the expected increase, 
changing of market, fluctuations in economical indicators, 

changing of competition conditions in related activity field. 
The loan issuing financial institutions make detailed 
examinations about companies they issue loan to secure 
refunding of loan. Though there are various differences 
between the financial institutions, they generally examine the 
company that demands small business loan under 7 headings. 
These include information about the company owners, 
information about guarantors, information about managers, 
information about structure of company, information about 
assets of company, information about balance sheet of 
company for last two years (this is also valid for the 
guarantors if any) and information about utilization of loan. 
In this study, the information about the company that 
demands small business loan is considered in 7 headings 
which consist 99 articles totally. In the first part, information 
from 21 articles consist of information about the owner and 
partners (if any) of company is required. In the second part, 
information from 14 articles consist of information about the 
guarantor (if any, about the second and third guarantors) is 
required. In the third part, the information about the 
management and activities of the company is required in 5 
articles. In the forth part, information about nature and 
address of the company is required in 5 articles. In the fifth 
part, general information about the company is questioned in 
21 articles. In the sixth part, information about assets, bank 
investment instruments, financial registers and balance sheet 
of the company are collected in 9 articles and required 
together with the related documents. In the seventh part, 24 
articles question information about the loan demand and loan 
utilization. Though the loan issuing financial institutions 
examine in detail the company that demands loan and try to 
secure refunding of the loan (by creating a mortgage on 
assets), the risk on nonpayment or non-refunding of 
commercial loan is high. However, whatever the conditions 
of a loan are, it has vital importance for the loan issuing and 
drawing companies and it is obligatory.  

 
III. THE METHODOLOGY 

A. Main Concepts of RST 
RST has attracted worldwide attention of many researchers 

and practitioners, who have contributed essentially to its 
development and applications. Despite this, RST may be 
considered as an independent discipline in its own right [24]. 
The RST proposed by Pawlak provides an effective tool for 
extracting knowledge from data tables. To represent and 
reason about the extracted knowledge, a decision logic (DL) 
was proposed in Pawlak [12], [25]. From a philosophical 
point of view, RST is a new approach to vagueness and 
uncertainty, and from a practical point of view, it is a new 
method of data analysis [13]. Therefore, RS theory is related 
in some aspects to other tools that deal with uncertainty. 
However, RS approach is somewhat different to statistical 
probability, which deals with random events in nature or 
Fuzzy Set Theory (FST), which deals with objects that may 
not belong only to one category but may belong to more than 
one category by differing degrees [1]. RST can deal with 
inexact, uncertain, and vague datasets [26]. Both FST and 
RST are used with the indiscernibility relation and 
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perceptible knowledge. The major difference between them 
is that RST does not need a membership function; thus, it can 
avoid pre-assumption and one-sided information analysis. In 
RST, the data is grouped into classes called elementary sets. 
Feature/attribute selection is crucial in data processing that 
consists of relevant (or maybe irrelevant) object patterns, but 
it may be redundant in data pattern recognition [26]. The RS 
approach works by discovering dependencies between 
attributes in an information table, and reducing the set of 
attributes by removing those that are not essential to 
characterize knowledge. A reduct is defined as the minimal 
subset of attributes which provides the same quality of 
classification as the set of all attributes [2]. If the information 
table has more than one reduct, the intersection of all of them 
is called the core and is the collection of the most relevant 
attributes in the table [17].  

The RS method is useful for exploring data patterns 
because of its ability to search through a multi-dimensional 
data space and determine the relative importance of each 
attribute with respect to its output [26]. An information table 
which contains condition and decision attributes is referred as 
a decision table. A decision table specifies what decisions 
(actions) should be undertaken when some conditions are 
satisfied. So a reduced information table may provide 
decision rules of the form “if conditions then decisions”. 
These rules can be deterministic when the rules describe the 
decisions to be made when some conditions are satisfied and 
non-deterministic when the decisions are not uniquely 
determined by the conditions so they can lead to several 
possible decisions if their conditions are satisfied. The 
number of objects that satisfy the condition part of the rule is 
called the strength of the rule and is a useful concept to 
assign objects to the strongest decision class when rules are 
non-deterministic [17]. The rules derived from a decision 
table do not usually need to be interpreted by an expert as 
they are easily understandable by the user or decision maker. 
The most important result in this approach is the generation 
of decision rules because they can be used to assign new 
objects to a decision class by matching the condition part of 
one of the decision rule to the description of the object. So 
rules can be used for decision support [17]. 

The RST has the following important advantages: it 
provides efficient algorithms for finding hidden patterns in 
data; it finds reduced sets of data (data reduction); it evaluates 
significance of data; it generates minimal sets of decision rules 
from data; it is easy to understand; it offers straightforward 
interpretation of results; it can be used in both qualitative and 
quantitative data analysis; and it identifies relationships that 
would not be found using statistical methods [13]. 

 
B. Main Concept of LR 
In cases when categorical results such as successful-

unsuccessful, ill-not ill, good-fair-bad are obtained especially 
as a result of evaluation of data, the logistic regression is a 
rather suitable statistical method. The logistic regression 
establishes very useful functional relation with independent 
variables (it may be cross sectional, continuous and 
categorical) in case the dependent variable is a categorical 
variable depended on two situations (it may be more). In this 

way, it gives opportunity for the categorical classification by 
using the regression analysis structure [19]. 
 When the statistics related to the logistic regression are 
examined it is found that Cox-Snell R2 (CS-R2) and Nagelkerke 
R2 (Nag R2) values that show the degree of relation between 
the dependent and independent variables in the logistic 
regression models are higher and -2LogL (-2log likelihood=-
2LL) statistic is lower. When the model exactly represents the 
data, the likelihood is 1 and -2LL statistics is zero. For this 
reason, the lower -2LL statistic always shows a better model 
[18, 19]. When the statistics related to testing of 
meaningfulness of model are examined, Chi-square ( 2χ ) 

statistic, -2LL statistic and Block Chi-square (B 2χ ) statistic 

should be considered. The 2χ statistic tests the logistic 

regression model in general. The 2χ statistic firstly shows the 

fault only when there is a constant term in the model and then 
it determines whether all the logistic coefficients except the 
constant term are equal to zero. The 2χ  statistic conforms to 

2χ  distribution with degree of freedom equals to difference 

between the parameter number of examined model and 
parameters of model with constant term [27]. In logistic 
regression, -2LL statistic shows the fault of model when an 
independent variable is added to model. For this reason, it is 
the measure of unexplained variance in a dependent variable 
and the non-meaningful statistic is a desirable situation. The 
B 2χ  statistic shows the changing in the 2χ  statistic when a 

block variable is added to model [28]. The mostly used R2 
statistics of regression analysis for the logistic regression are 
CS-R2 statistic and Nag R2 statistic [29], [30]. CS-R2 statistic 
may have a value higher than zero. Its value below 1 
strengthens the interpretation of statistic. Nag R2 statistic was 
developed to ensure CS-R2 statistic to have values between 0 
and 1. The statistic closer to 1 means the relation is high. 
 Other common statistics in logistic regression are odds 
ratios (EXP(B)) and Hosmer-Lemeshow goodness-of-fit 
statistic [31]. The odds ratio (EXP(B)), for a given independent 
variable represents the factor by which the odds (event) change 
for a one-unit change in the independent variable. If B has 
positive value, odds ratio will increase, if B has negative value, 
the odds ratio will decrease, and if B is zero odds ratio will not 
change. An odds ratio of 1 indicates that the condition or event 
under study is equally likely in both groups. An odds ratio 
greater than 1 indicates that the condition or event is more 
likely in the first group. And an odds ratio less than 1 indicates 
that the condition or event is less likely in the first group. As 
the odds of the first group approaches zero, the odds ratio 
approaches zero. As the odds of the second group approaches 
zero, the odds ratio approaches positive infinity [31]. 
Moreover, Hosmer-Lemeshow goodness-of-fit statistic is more 
robust than the traditional goodness-of-fit statistic used in 
logistic regression, particularly for models with continuous 
covariates and studies with small sample sizes. It is based on 
grouping cases into deciles of risk and comparing the observed 
probability with the expected probability within each decile. 
Goodness-of-fit statistics help you to determine whether the 
model adequately describes the data. The Hosmer-Lemshow 
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statistic evaluates the goodness-of-fit by creating 10 ordered 
groups of subjects and then compares the number actually in 
the each group (observed) to the number predicted by the 
logistic regression model (predicted). Thus, the test statistic is 
a chi-square statistic with a desirable outcome of non-
significance, indicating that the model prediction does not 
significantly differ from the observed.  The Hosmer-Lemeshow 
statistic indicates a poor fit if the significance value is less than 
0.05 [32].  
 In addition to all above statistics, A Wald test is used to 
test the statistical significance of each coefficient (β) in the 
model. A Wald test calculates a Z statistic. This z value is then 
squared, yielding a Wald statistic with a chi-square distribution 
[33]. However, several authors have identified problems with 
the use of the Wald statistic. Menard [33] warns that for large 
coefficients, standard error is inflated, lowering the Wald 
statistic (chi-square) value. Agresti [29] states that the 
likelihood-ratio test is more reliable for small sample sizes than 
the Wald test. There are a few other things to note about the 
output.  The first is that although we have only one predictor 
variable, the test for the odds ratio does not match with the 
overall test of the model.  This is because the test of the 
coefficient is a Wald chi-square test, while the test of the 
overall model is a likelihood ratio chi-square test. While these 
two types of chi-square tests are asymptotically equivalent, in 
small samples they can differ [29]. Also, we have the 
unfortunate situation in which the results of the two tests give 
different conclusions. This does not happen very often.  In a 
situation like this, it is difficult to know what to conclude.  One 
might consider the power, or one might decide if an odds ratio 
of this magnitude is important from a clinical or practical 
standpoint [30].  
 

IV. EMPIRICAL RESULTS 
 

As we have previously mentioned, RS approach is 
especially well suited to classification problems. One of these 
problems is a multiattribute classification problem which 
consists of assignment of each object, described by values of 
attributes, to a predefined class or category [10].  

The information given by the companies that demand 
business loan can be collected under two groups. In the first 
group, there is linguistic information about the company that 
demand loan and its guarantors. In this group, 81 variables 
can be defined. In the second group, there is information 
about the financial structure of the company that demands 
loan. In this group, 18 variables can be defined. Some of the 
business loans drawn from a bank in 2006 year were randomly 
selected, 121 regularly refunded and 121 irregularly refunded 
loans were examined in 2007 and 242*99 information table 
was created. However, not all the questioning articles consist 
of 99 attributes contain information suitable to be used as 
variable. Since 45 of 99 attributes have lack of information, 
only 54 attributes are taken into consideration. 54 attributes 
that can be defined as variable are divided into two sections. 
 
Table I. Definition of attributes 

 
 

Table II. Initial set of attributes 

 
 

36 attributes consist of linguistic elements in the first 
section are selected in order to be used in examination. 13 of 
them are put out of examination as they require many data 
and remaining 23 attributes are given in Table II with their 
recoded values, 0, 1, and 2. The definitions of 23 attributes 
are shown in Table I. Moreover, Table II shows information 
about the attribute and related frequency in parenthesis.  

In the second group, 18 attributes containing the balance 
sheet information for last 2 years of company (guarantors) 
are examined (information that contain 18 attributes for the 
1st guarantor and 18 attributes for the 2nd guarantor are put 
out of examination). However, 6 attributes are put out of 
examination as they do not contain sufficient information 
about the balance sheet of company and 12 attributes are 
used. There is not missing balance sheet information consists 
12 attributes about the companies that use loans. The 
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definitions of these continuous variables are given in Table 
III.  
Table III. Definitions of attributes 

 
 

This paper examines the effects of loan payments refunds 
and nonrefunds in three sections by using both RS approach 
and LR analysis. In the first section, 23 attributes consisting 
linguistic elements (qualitative variables), in the second 
section, 12 attributes consisting continuous variables 
(quantitative variables) and in the third section, all 35 
(=23+12) attributes (both qualitative and quantitative 
variables) are examined.    

By means of definition of attributes in Table I and Table III, 
36 variables- total 35 condition variables and one decision 
variable showing whether the companies have refunded the 
loans- form the study. As a result of this data analysis, 242*36 
information table is prepared in order to be used for RS 
approach. The first results obtained from RS analysis of the 
actual information table were; the approximation of the 
decision classes and their quality of classification were equal 
to one. 

 

 
 
These results obtained show that the firms are very well 

discriminated among them. (Consequently, the boundary 
region is empty for the two decision classes) 242*36 
information table consists of altitude values prepared for the 
study is evaluated with the software ROSETTA [34]. The 
lacking cells in this information table are completed with 
“Complete→Mean/Mode Fill” and “1” code value for 121 
companies that regularly pay their loans and “0”code value for 
companies that irregularly pay their loans are used for the 
decision variable. Evaluation of the information table is made 
in 3 sections.  

In the first section, the effectiveness of 23 condition 
variables (A1, A2, ..., A23) consist of information about the 
company and guarantors in decision variable and its success in 
classification are examined. For this purpose, genetic 
algorithms are used for reduces (Reduce→Genetic Algorithm 
→Object Related→Okay) and as a result of this process, 722 
feasible situations have appeared. As to examine all feasible 
situations will take time and may cause ignoring of main 
necessary subjects, basic filtering (reduct) is used. In basic 
filtering, de RHS accuracy [0, 0.75], RHS (right hand side) 
coverage [0, 0.075] and LHS (left hand side) length [8, 1000] 
ranges are used for reduction. By eliminating alternative 

situations that appear other than these ranges, Table 4 is 
established with RS approach values consist of 11 rules. As a 
result of the basic filtering, it is found that A1, A2, A5, A8, 
A9, A10, A13, A21, A22 and A23 variables are insignificant. 
The most marked behavior in Table 5 is changing of altitude 
value of A6, A11, A17, A18 and A20 variables and changing 
of altitude value of decision variable. When the definitions of 
variables effecting the decision are examined in general, it is 
determined that the loan drawing companies are lack of 
necessary guarantees. In other words, in Table IV, the basic 
reason for non-refunding of loans is the loans without 
guarantee given by guarantors.  
 
Table IV. The 11 rules algorithm 

 
 

When LR is applied for the 23 attributes that defined in 
Table I and Table II, -2LL, Cox & Snell R Square and  
Nagelkerke R Square are found 309.810, 0.101 and 0.134, 
respectively. According to these values, high value of -2LL 
statistics shows that model does not represent the data totally. 
Moreover, low values of Cox & Snell R Square and 
Nagelkerke R Square statistics show that explanation power of 
independent variable of dependent variable is very low. The 
recommended test for overall fit of a logistic regression model 
is the Hosmer and Lemeshow test, also called the Chi-square 
test. It is considered more robust than the traditional chi-
square test, particularly if continuous covariates are in the 
model or sample size is small. A finding of non-significance 
corresponds to the researcher concluding the model 
adequately fits the data. When Hosmer -Lemeshow test is 
applied, Chi-square is found 5.342 with the degree of freedom 
8 and significance value 0.720. In fact, the Hosmer-
Lemeshow statistic indicates a poor fit if the significance 
value is less than 0.05, but, here, the model adequately fits the 
data because of p=0.720.  

 
Table V. LR classification for 23 attributes. 

 
 

Table V shows overall percentage of LR classification 
(63.2%) with correct classification numbers. However, Table 
6 shows coefficients of variables, standard errors of these 
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coefficients, Wald statistics, significance levels, odds ratio, 
Exp(B), and 95% of confidence intervals for Exp(B) in 
different columns. The odds ratio for a given independent 
variable represents the factor by which the odds (event) 
change for a one-unit change in the independent variable. If B 
has positive value, odds ratio will increase, if B has negative 
value, the odds ratio will decrease, and if B is zero odds ratio 
will not change.  
  
Table VI. LR equation for quantitative variables. 

 
 

In Table VI, it is seen that odds ratio for a1, a4, a11, a13 
and a19 will increase, odds ratio for a2, a3, a5, a7, a8, a9, a12, 
a14, a15, a16, a17, a18, a20 and a22 will decrease. Since all 
results of the variables a10, a21 and a23 are same, they are 
removed from the evaluation. With 0.05 significance levels, 
the significance tests of LR coefficients are given with Wald 
statistics related to Chi-square distribution. According to Wald 
statistics in Table VI, all LR coefficients are not significant, 
but for the variables a1, a4, a6, a11, a13 and a19, it can be 
said that they are effective and preferable to other variables 
for non-refunding or refunding of loan payments because their 
odds ratios are greater than 1. Thus, LR model of qualitative 
variables (23 attributes) is not a good model in categorizing 
the loans whether refunded or no refunded. 

In the second section, 12 continuous variables are examined 
with RS and LR respectively. The first analysis we have made 
was to recode the ratios (continuous variables) into qualitative 
terms (low, medium, high and very high) with corresponding 
numeric values such us 1, 2, 3 and 4. This recoding has been 
made dividing the original domain into subintervals. This 
recoding is not imposed by the RS theory but it is very useful 
in order to draw general conclusions from the ratios in terms 
of dependencies, reducts and decision rules. 12 attributes that 
contain balance sheet information about the companies are 
classified as (0, 0.25]-low, (0.25, 0.50]-medium, (0.50, 0.75]-
high and (0.75, ∞)-very high. These classified attributes are 

given 1, 2, 3 and 4 recoded values and categorical variables 
are appointed. In Table III, definitions of 12 attributes are 
presented and in Table VII, list of subintervals (quartiles) are 
given. 

 
Table VII. List of subintervals (quartiles) 

 
 

The information table consists of balance sheet information 
of the company that demands loan and valued with Table VII 
are evaluated by means of the software ROSETTA [34]. As a 
result of this reduct made with genetic algorithms, 3844 
feasible situations have appeared (Reduce→Genetic 
Algorithm→Object Related →Okay). However, it is not 
possible to examine all these feasible situations. For this 
reason, basic filtering is applied and RHS accuracy [0, 0.75], 
RHS coverage [0, 0.075] and LHS length [6, 1000] ranges are 
used fort he basic filtering. Feasible situations other than these 
ranges are eliminated and Table VIII that consists of 22 rules 
is found. Table VIII shows the values found for RS approach. 

When Table VIII is examined, it is found that B1, B2, B3 
and B4 attributes are effective in classification of the decision. 
The basic reason of non-refunding of the loan is the low sales 
and profit of company within last two years and less 
economical earning. 

When LR is applied for the 12 attributes that defined in 
Table 3, -2LL, Cox & Snell R Square and Nagelkerke R 
Square are found 291.204, 0.167 and 0.2230, respectively. 
According to these values, high value of -2LL statistics shows 
that model does not represent the data totally. Moreover, low 
values of Cox & Snell R Square and Nagelkerke R Square 
statistics show that explanation power of independent variable 
of dependent variable is very low. When Hosmer- Lemeshow 
test is applied, Chi-square is found 18.273 with the degree of 
freedom 8 and significance value 0.019. Goodness-of-fit 
statistics help you to determine whether the model adequately 
describes the data and it is known that he Hosmer-Lemeshow 
statistic indicates a poor fit if the significance value is less 
than 0.05, so, this model does not adequately fits the data 
because of p=0.019.  
 
Table VIII. The 22 rules algorithm 
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Table IX. LR classification for 12 attributes. 

 
 

Table IX shows overall percentage of LR classification 
(65.3%) with correct classification numbers. However, Table 
X shows coefficients of variables, standard errors of these 
coefficients, Wald statistics, significance levels, odds ratio, 
Exp(B), and 95% of confidence intervals for Exp(B) in 
different columns.  

In Table X, it is seen that odds ratio for b1, b4, b5, b8, b10, 
b11 and b12 will increase, odds ratio for b2, b3, b6, b7 and b9 
will decrease. According to Wald statistics with the 
significance level 0.05 in Table 10, all LR coefficients, except 
b3, b4 and b11 which are shaded, are not significant, but the 
for variables b1, b4, b5, b8, b10, b11 and b12, it can be said 
that they are effective and preferable to other variables for non-
refunding or refunding of loans because their odds ratios are 
greater than 1. Thus, LR model of continuous variables of 
balance sheet (12 attributes) is not a good model in 
categorizing the loan payments whether refunded or no 
refunded. 
Table X. LR equation for quantitative variables. 

 
 

In the third section, what the dominant situation for loans 
will be when all the information is examined together is tried 
to be determined.  Will the situation change when the basic 
results in Table IV and Table VII are examined together? With 
participation of all variables, will the basic variables to be 
focused by 242*36 information table change? When the table 
is evaluated with the genetic algorithms of the software 
ROSETTA to get replies of all these questions, 13799 feasible 
situations appear [34]. (Reduce→Genetic Algorithm →Object 
Related→Okay). As it is not possible to examine all 13799 
situations, the basic filtering is applied and RHS accuracy [0, 
0.75], RHS coverage [0, 0.10] and LHS length [5, 1000] 
ranges are used for the filtering. Feasible situations other than 
these ranges are eliminated, and Table XI that consists of 32 
rules is found. A1, A4, A8, A9, A10, A13, A21, A22, A23, B3 
and B7 variables are redundant, and therefore, they could be 
eliminated.  
    
Table XI. The 32 rules algorithm 
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When Table XI is examined, it is determined that there a 
clear differentiation in the balance sheet information. Very 
high balance sheet information causes refunding of loan and 
very low and medium balance sheet information causes non-
refunding of commercial loan.  Lack of information about the 
company that demands loan results with the behavior is 
causing the differentiation in Ai variables section.  

When LR is applied for the 35 attributes, 23 qualitative and 
12 quantitative variables, -2LL, Cox & Snell R Square and 
Nagelkerke R Square are found 272.255, 0.230 and 0.307, 
respectively. According to these values, high value of -2LL 
statistics shows that model does not represent the data totally. 
Moreover, low values of Cox & Snell R Square and 
Nagelkerke R Square statistics show that explanation power of 
independent variable of dependent variable is very low. When 
Hosmer -Lemeshow Test is applied, Chi-square is found 6.337 
with the degree of freedom 8 and significance value 0.610. 
The Hosmer-Lemeshow statistic indicates a poor fit if the 
significance value is less than 0.05. Thus, the model 
adequately fits the data (p=0.610). 
 
Table XII. LR classification for 12 attributes. 

 
 

Table XII shows overall percentage of LR classification 
(68.2%) with correct classification numbers. However, Table 
13 shows coefficients of variables, standard errors of these 
coefficients, Wald statistics, significance levels, odds ratio, 
Exp(B), and 95% of confidence intervals for Exp(B) in 
different columns.  

In Table XIII, it is seen that odds ratio for a1, a7, a11, a13, 
a19, b1, b4, b5, b8, b11 and b12 will increase, odds ratio for 
a2, a3, a4, a5, a6, a8, a9, a12, a14, a15, a16, a17, a18, a20, 
a22, b2, b3, b6, b7, b9 and b10 will decrease. Since all results 
of the variables a10, a21 and a23 are same, they are removed 
from the evaluation. According to Wald statistics with the 
significance level 0.05 in Table 13, all LR coefficients, except 
a17, b3 and b11 which are shaded, are not significant, but the 
for variables a1, a7, a11, a13, a19, b1, b4, b5, b8, b11 and 
b12, it can be said that they are effective and preferable to 
other variables for non-refunding or refunding of loan 
payments because their odds ratios are greater than 1. Thus, 
LR model of qualitative and quantitative variables (35 
attributes) is not a good model in categorizing the loans 
whether refunded or no refunded. 
 
 
 
 
 
 
 

Table XIII. LR equation for qualitative and quantitative 
variables. 

 
 

V. CONCLUSION 
 

The business loans in financial transactions are very risky 
though they are quite important for both loan issuing and 
drawing companies. In this study, by using the RS approach, 
behaviors that increase the risk in loan payments or causing 
non-refunding and by using LR, classification of refunded and 
no refunded loan payments are tried to be determined. RS 
theory provides a very good differentiation in classification of 
loan payments and introduces the basic characteristics in three 
different examinations with qualitative, with quantitative and 
with both qualitative and quantitative variables as class 
differentiations. It is impossible for a company that can not get 
sufficient profit and has bad sales to refund the loan. For this 
reason, with RS approach, it is seen that the companies with 
high balance sheet information pay their loans and this 
differentiation can be clearly introduced by using the RS 
approach. However, LR analysis results for three models show 
that all LR models are not good in classification of refunded 
and no refunded loans according to significance values of LR 
coefficients with the significance level 0.05. When odds ratios 
of variables are examined, it is seen that some of variables can 
be the reason or one of the effects for refund or nonrefundable 
of loan payments, because their odds ratios are greater than 1. 
Consequently, in classification of refundability of loans, the 
RS approach is very successful but LR is not. This success of 
RS approach clearly introduces to the loan issuing financial 
institutions to which information of loan demanding company 
they can focus on.  
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