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Rough sets and logistic regression analysis
for loan payment

Bahadtin Ruzgar, Nursel Selver Ruzgar

Abstract—Risk classification is an important part of the financial
processes. In small business loans, there is always a risk for
nonpayment or non-refunding of loans though very detailed
examinations are made about the company. In this study, behaviors
that increase the risk in loans or causing non-refunding are tried to be
determined by using the rough Set (RS) approach and logistic
regression (LR). For this purpose, 121 regularly refunded and 121
irregularly refunded loans, drawn from a bank in 2006 year, were
randomly selected and their attributes were examined in 2007.
Examination is made in three sections for qualitative variables, for
quantitative variables and for both qualitative and quantitative
variables. As a result, RS model is applicable to a wide range of
practical problems pertaining to loan payment prediction, but LR does
not classify refund or non-refund of loan payment as good as RS, so
LR can not be used for prediction. Moreover, the results show that the
RS model is a promising alternative to the conventional methods for
financial prediction. In fact, RS gives the attributes that affect the
results negatively or positively with their measures which are used for
predictions.

Keywords—Classification, loan payment, logistic regression,
rough sets.

I. INTRODUCTION

he financial system plays a crucial role in economic

development as responsible for the allocation of resources

over time and among different alternatives of investment
by pricing the postposition of consumption and pricing the
risk [1]. Decompositions of balances on financial systems
affect markets badly. Therefore, these may force sound banks
to go to bankrupt, large or small business to go to failure, or
loans payments to go to failure. In this paper, we propose an
approach to predict small business loan payment failure based
on genetic algorithm techniques of RS and LR [2].

Business failure prediction is a scientific field which many
academic and professional people have been working for, at
least, the three last decades. The high individual and social
costs encountered in corporate bankruptcies make this decision
problem very important to parties such as auditors,
management, government policy makers, and investors. Also,
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financial organizations, such as banks, credit institutions,
clients, etc., need these predictions for firms in which they
have an interest (of any kind) [3]. Many financial decisions
involve the classification of a set of observations (firms,
stocks) into one or several groups of categories, what leads
many researches to apply operational research methods to
management problems. Methods such as discriminant analysis
(DA), logit analysis, RS, recursive partitioning algorithm, and
several others have been used in the past for the prediction of
business failure. Although some of these methods led to
models with a satisfactory ability to discriminate between
healthy and potentially risky (candidates for bankruptcy)
businesses, they suffer from some limitations, often due to the
unrealistic assumption of statistical hypotheses or due to a
confusing language of communication with the decision
makers [4]. There exists an extensive literature devoted to the
study of classification problems in the financial field, i.e. the
work by Chen and Yeh [5] dealing with financial management
or the works by Dimitras et al. [6] and Tam [7] in business
failure [2]. Over the last 35 years, academic researchers from
all over the world have dedicated their time to the search for
the best corporate failure prediction model that can classify
companies according to their financial health or failure risk [6],
[8], [9]. Most papers deal with insurance audits, purchase
intentions, purchase channel studies, methodologies for
investigating customer purchasing intentions, and customer
satisfaction [10]. Many research papers have quantified the
problem in order to simplify the parameters, such as social
parameters, and use statistical tools to analyze data. This
approach, however, is only good for crisp types of data sets
and certain data values. If the value of data is continuous or
uncertain we must apply fuzzy theory [11]. In this paper, two
methods, RS approach and LR are used to provide a set of
rules able to discriminate between healthy and failing firms in
order to predict business loan payments [3].

The Rough Set Theory (RST) has been successfully applied
in many real-life problems in medicine, pharmacology,
engineering, banking, financial and market analysis and others.
The RS methodology has found many real-life applications
[12]. RST overlaps with many other theories, such as fuzzy
sets, evidence theory, and statistics. Nevertheless, it can be
viewed in its own right as an independent, complementary, and
no competing discipline [13]. The most important problems
that can be solved by RST are: finding description of sets of
objects in terms of attribute values, checking dependencies
(full or partial) between attributes, reducing attributes,
analyzing the significance of attributes, and generating
decision rules [14], [15]. The application of the RS approach in
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business failure prediction was investigated by Slowinski et al

[16] and Dimitras et al. [3]. In the past a large number of

methods have been proposed to predict business failure

however, the special characteristics of the insurance sector
have made most of them unfeasible. Up to date, just a few of

them have been applied to this sector. Most approaches applied

to insurance companies are statistical methods such as DA or
logit analysis [17], [18] and use financial ratios as explicative

variables.

While the DA classifies the examined area in a category, it
requires the independent variable data necessary for that area
to remain under the normality assumption. The LR analysis
classifies the examined area in two categories (it may be also
multiple) and it doesn’t require the independent variable data
necessary for that area to remain under the normality
assumption [19]. Besides, it allows the independent variables
to be continuous, discrete and categorical variables. LR is one

of the sophisticated statistical methods used by the banking
industry to select credit rating variables. Extending the method

to insurance risk classification seems natural. But Insurance

risks are usually classified in a larger number of classes than

good and bad, as is usually the case in credit rating. Ruzgar
used LR analysis to classify life and non-life insurance
companies [19] while Williamson used binary LR to calculate

the retirement age of people depending on age,

SeX,

economical and social statuses [20]. While Braniv used logistic
analysis to examine and estimate the classification of the
financial and non-financial values of their final bankruptcy

resolutions [21], Temple with multi LR analysis examined
2001 data of national health researches of the Australian
households passing rate to private health insurance [22]. Also,
the other studies examined and classified the disability risk and
disability risk insurances according to workability limits, non-

workability situations and the need to get health aid of people

who retired for reason of a physical disability [23].

The rest of the paper is structured as follows: Section 2
gives determinants of loan problems and Section 3 introduces
main concepts of RST and LR briefly and explains
methodologies. Section 4 describes the empirical models and
the main results we obtained. Finally, Section 5 highlights the
main conclusions that can be outlined from the analysis.

Il. THE DETERMINANTS OF LOAN PROBLEMS

Loaning is a significant part of commercial transactions.
The loan transactions are important for the loan drawing
companies as well as for the loan issuing companies. While
the small business companies try to solve their problems by
drawing the credit they need, the financial institutions issuing
the loan try to secure back payment of the loan (try to
decrease the risk to minimum). In small business loans, there
is always a risk for nonpayment or non-refunding of loans
though very detailed examinations are made about the
company. The important think here is to minimize the risk
and not cause bad loans. There are many reasons that
increase non-refunding risk of small business loans including
financial straits faced by the company, low profit volumes,
insufficient assets, sales not meeting the expected increase,
changing of market, fluctuations in economical indicators,
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changing of competition conditions in related activity field.
The loan issuing financial institutions make detailed
examinations about companies they issue loan to secure
refunding of loan. Though there are various differences
between the financial institutions, they generally examine the
company that demands small business loan under 7 headings.
These include information about the company owners,
information about guarantors, information about managers,
information about structure of company, information about
assets of company, information about balance sheet of
company for last two years (this is also valid for the
guarantors if any) and information about utilization of loan.
In this study, the information about the company that
demands small business loan is considered in 7 headings
which consist 99 articles totally. In the first part, information
from 21 articles consist of information about the owner and
partners (if any) of company is required. In the second part,
information from 14 articles consist of information about the
guarantor (if any, about the second and third guarantors) is
required. In the third part, the information about the
management and activities of the company is required in 5
articles. In the forth part, information about nature and
address of the company is required in 5 articles. In the fifth
part, general information about the company is questioned in
21 articles. In the sixth part, information about assets, bank
investment instruments, financial registers and balance sheet
of the company are collected in 9 articles and required
together with the related documents. In the seventh part, 24
articles question information about the loan demand and loan
utilization. Though the loan issuing financial institutions
examine in detail the company that demands loan and try to
secure refunding of the loan (by creating a mortgage on
assets), the risk on nonpayment or non-refunding of
commercial loan is high. However, whatever the conditions
of a loan are, it has vital importance for the loan issuing and
drawing companies and it is obligatory.

I1l. THE METHODOLOGY

A. Main Concepts of RST

RST has attracted worldwide attention of many researchers
and practitioners, who have contributed essentially to its
development and applications. Despite this, RST may be
considered as an independent discipline in its own right [24].
The RST proposed by Pawlak provides an effective tool for
extracting knowledge from data tables. To represent and
reason about the extracted knowledge, a decision logic (DL)
was proposed in Pawlak [12], [25]. From a philosophical
point of view, RST is a new approach to vagueness and
uncertainty, and from a practical point of view, it is a new
method of data analysis [13]. Therefore, RS theory is related
in some aspects to other tools that deal with uncertainty.
However, RS approach is somewhat different to statistical
probability, which deals with random events in nature or
Fuzzy Set Theory (FST), which deals with objects that may
not belong only to one category but may belong to more than
one category by differing degrees [1]. RST can deal with
inexact, uncertain, and vague datasets [26]. Both FST and
RST are used with the indiscernibility relation and
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perceptible knowledge. The major difference between them
is that RST does not need a membership function; thus, it can
avoid pre-assumption and one-sided information analysis. In
RST, the data is grouped into classes called elementary sets.
Feature/attribute selection is crucial in data processing that
consists of relevant (or maybe irrelevant) object patterns, but
it may be redundant in data pattern recognition [26]. The RS
approach works by discovering dependencies between
attributes in an information table, and reducing the set of
attributes by removing those that are not essential to
characterize knowledge. A reduct is defined as the minimal
subset of attributes which provides the same quality of
classification as the set of all attributes [2]. If the information
table has more than one reduct, the intersection of all of them
is called the core and is the collection of the most relevant
attributes in the table [17].

The RS method is useful for exploring data patterns
because of its ability to search through a multi-dimensional
data space and determine the relative importance of each
attribute with respect to its output [26]. An information table
which contains condition and decision attributes is referred as
a decision table. A decision table specifies what decisions
(actions) should be undertaken when some conditions are
satisfied. So a reduced information table may provide
decision rules of the form “if conditions then decisions”.
These rules can be deterministic when the rules describe the
decisions to be made when some conditions are satisfied and
non-deterministic when the decisions are not uniquely
determined by the conditions so they can lead to several
possible decisions if their conditions are satisfied. The
number of objects that satisfy the condition part of the rule is
called the strength of the rule and is a useful concept to
assign objects to the strongest decision class when rules are
non-deterministic [17]. The rules derived from a decision
table do not usually need to be interpreted by an expert as
they are easily understandable by the user or decision maker.
The most important result in this approach is the generation
of decision rules because they can be used to assign new
objects to a decision class by matching the condition part of
one of the decision rule to the description of the object. So
rules can be used for decision support [17].

The RST has the following important advantages: it
provides efficient algorithms for finding hidden patterns in
data; it finds reduced sets of data (data reduction); it evaluates
significance of data; it generates minimal sets of decision rules
from data; it is easy to understand; it offers straightforward
interpretation of results; it can be used in both qualitative and
quantitative data analysis; and it identifies relationships that
would not be found using statistical methods [13].

B. Main Concept of LR

In cases when categorical results such as successful-
unsuccessful, ill-not ill, good-fair-bad are obtained especially
as a result of evaluation of data, the logistic regression is a
rather suitable statistical method. The logistic regression
establishes very useful functional relation with independent
variables (it may be cross sectional, continuous and
categorical) in case the dependent variable is a categorical
variable depended on two situations (it may be more). In this
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way, it gives opportunity for the categorical classification by
using the regression analysis structure [19].

When the statistics related to the logistic regression are
examined it is found that Cox-Snell R? (CS-R?) and Nagelkerke
R? (Nag R?) values that show the degree of relation between
the dependent and independent variables in the logistic
regression models are higher and -2LogL (-2log likelihood=-
2LL) statistic is lower. When the model exactly represents the
data, the likelihood is 1 and -2LL statistics is zero. For this
reason, the lower -2LL statistic always shows a better model
[18, 19]. When the statistics related to testing of

meaningfulness of model are examined, Chi-square (;{2)

statistic, -2LL statistic and Block Chi-square (B;(z) statistic
should be considered. The 2 statistic tests the logistic
regression model in general. The 4 ? statistic firstly shows the

fault only when there is a constant term in the model and then
it determines whether all the logistic coefficients except the

constant term are equal to zero. The y° statistic conforms to

;(2 distribution with degree of freedom equals to difference

between the parameter number of examined model and
parameters of model with constant term [27]. In logistic
regression, -2LL statistic shows the fault of model when an
independent variable is added to model. For this reason, it is
the measure of unexplained variance in a dependent variable
and the non-meaningful statistic is a desirable situation. The

B y? statistic shows the changing in the y? statistic when a

block variable is added to model [28]. The mostly used R’
statistics of regression analysis for the logistic regression are
CS-R? statistic and Nag R? statistic [29], [30]. CS-R? statistic
may have a value higher than zero. Its value below 1
strengthens the interpretation of statistic. Nag R? statistic was
developed to ensure CS-R? statistic to have values between 0
and 1. The statistic closer to 1 means the relation is high.

Other common statistics in logistic regression are odds
ratios (EXP(B)) and Hosmer-Lemeshow goodness-of-fit
statistic [31]. The odds ratio (EXP(B)), for a given independent
variable represents the factor by which the odds (event) change
for a one-unit change in the independent variable. If B has
positive value, odds ratio will increase, if B has negative value,
the odds ratio will decrease, and if B is zero odds ratio will not
change. An odds ratio of 1 indicates that the condition or event
under study is equally likely in both groups. An odds ratio
greater than 1 indicates that the condition or event is more
likely in the first group. And an odds ratio less than 1 indicates
that the condition or event is less likely in the first group. As
the odds of the first group approaches zero, the odds ratio
approaches zero. As the odds of the second group approaches
zero, the odds ratio approaches positive infinity [31].
Moreover, Hosmer-Lemeshow goodness-of-fit statistic is more
robust than the traditional goodness-of-fit statistic used in
logistic regression, particularly for models with continuous
covariates and studies with small sample sizes. It is based on
grouping cases into deciles of risk and comparing the observed
probability with the expected probability within each decile.
Goodness-of-fit statistics help you to determine whether the
model adequately describes the data. The Hosmer-Lemshow
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statistic evaluates the goodness-of-fit by creating 10 ordered
groups of subjects and then compares the number actually in
the each group (observed) to the number predicted by the
logistic regression model (predicted). Thus, the test statistic is
a chi-square statistic with a desirable outcome of non-
significance, indicating that the model prediction does not
significantly differ from the observed. The Hosmer-Lemeshow
statistic indicates a poor fit if the significance value is less than
0.05 [32].

In addition to all above statistics, A Wald test is used to
test the statistical significance of each coefficient (B) in the
model. A Wald test calculates a Z statistic. This z value is then
squared, yielding a Wald statistic with a chi-square distribution
[33]. However, several authors have identified problems with
the use of the Wald statistic. Menard [33] warns that for large
coefficients, standard error is inflated, lowering the Wald
statistic (chi-square) value. Agresti [29] states that the
likelihood-ratio test is more reliable for small sample sizes than
the Wald test. There are a few other things to note about the
output. The first is that although we have only one predictor
variable, the test for the odds ratio does not match with the
overall test of the model. This is because the test of the
coefficient is a Wald chi-square test, while the test of the
overall model is a likelihood ratio chi-square test. While these
two types of chi-square tests are asymptotically equivalent, in
small samples they can differ [29]. Also, we have the
unfortunate situation in which the results of the two tests give
different conclusions. This does not happen very often. In a
situation like this, it is difficult to know what to conclude. One
might consider the power, or one might decide if an odds ratio
of this magnitude is important from a clinical or practical
standpoint [30].

IV. EMPIRICAL RESULTS

As we have previously mentioned, RS approach is
especially well suited to classification problems. One of these
problems is a multiattribute classification problem which
consists of assignment of each object, described by values of
attributes, to a predefined class or category [10].

The information given by the companies that demand
business loan can be collected under two groups. In the first
group, there is linguistic information about the company that
demand loan and its guarantors. In this group, 81 variables
can be defined. In the second group, there is information
about the financial structure of the company that demands
loan. In this group, 18 variables can be defined. Some of the
business loans drawn from a bank in 2006 year were randomly
selected, 121 regularly refunded and 121 irregularly refunded
loans were examined in 2007 and 242*99 information table
was created. However, not all the questioning articles consist
of 99 attributes contain information suitable to be used as
variable. Since 45 of 99 attributes have lack of information,
only 54 attributes are taken into consideration. 54 attributes
that can be defined as variable are divided into two sections.

Table 1. Definition of attributes
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Variahle: Defindion

A1 The activiby period of ©otparee is rrore fhar 2 prears

A2 The sector experience of the domihard parther is 4 years ormon:

43 Phce of cornpary be bngs to compargs of partters

A4 The comipargs opeTate s ot the omrert address formore than 2 years

A5 The doinart partrer of corvpary is older thar 35 years

A The place of doprdnart parter belopgs to hith

AT There ate irenonrable accets oe d b the domiard partrer and comipatn

A8 There is admidstratioes or legal prosection agaihet to dostivart partier

A0 0 protested cheque or bond o compargy or dominarnt partner has be an pat to
eXRCUIHOT proce s it ot 2 yeats

A10: fn execiubon process has been filed againet to conparg of danihard patther wrifin
last 2 years for the I loams

411 Guarardor of partrer

#12: 3" pereon cenriy

413 There have been problerns e laed to oate they dramm prevdonsle

414 There ic mortgage o assets of Corvpary

A15; There ate pledzed wehicles of corrparng.

A16; The name md aonare of the 1" guarator exdet

A17: The vame of the first guarantor and his parter comtparoe e shst.

A18: The rame and aoveere of the scond guarartor eadst

A19: The rame of the second guararitor and his partver ©emparn: et

A20: The guarardors hawe accets

421 There is adminictrative or legal prosendtion againet to guarardors

2223 The prote ste d che que bond of guarariter s, compare or domrdtarnt partier has heen ot
tio e Otiot proce ¢ writhin bt 2 pears

B33 Ly ezecubon process ks been filed azainet to, guarantor s, Coxpparys of dotrdrant
partherwrithin last 3 ye are for thet losms

Table Il. Initial set of attributes

bl 0 1 2
&l Tes (2411 Mo (1)
A7 Ublmowm (5)  Ves(0)  Ho (237)
4% Ubbmowm (1797 Ves (03 Ho (63)
At Tbdmowm (10) Yes (232)  Ho (00
Fx; Thbmowm (1) Yes(241)  Ho (0
A Thibmowm (93)  Ves(149)  Ho ()
AT Thbmowm (357 Yes(154)  Ho (0h
fi: Ves(l) Mo (M1
AT Ves(l) Mo (241
410 Ves () Mo (423
All Ves (126) Mo (116)
AlZ Ves (1313 Ho (1113
AlZ Tes (2] Ho (234)
Al4 Ves(2) Mo (2403
Al5 Ves(5) Mo (23T
Al6 Hmils) Ok (227

&A1T  Hamrlse Ok (547

AlZ  Homrlss) Ok (59

A% M2l Oy (257

A20 Ve (217) Mo (25)
P3| Ves (D) Mo (M2
420 Ves(l) Mo (M1
AE Ves(0) Mo (423

36 attributes consist of linguistic elements in the first
section are selected in order to be used in examination. 13 of
them are put out of examination as they require many data
and remaining 23 attributes are given in Table Il with their
recoded values, 0, 1, and 2. The definitions of 23 attributes
are shown in Table 1. Moreover, Table Il shows information
about the attribute and related frequency in parenthesis.

In the second group, 18 attributes containing the balance
sheet information for last 2 years of company (guarantors)
are examined (information that contain 18 attributes for the
1% guarantor and 18 attributes for the 2" guarantor are put
out of examination). However, 6 attributes are put out of
examination as they do not contain sufficient information
about the balance sheet of company and 12 attributes are
used. There is not missing balance sheet information consists
12 attributes about the companies that use loans. The
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definitions of these continuous variables are given in Table
.

Table I11. Definitions of attributes
Variahle: Definiticn

B1: 2005 year ket sales

0 et Yot cales

2005 year actErby prof i

D 0 year actErby prof i

2005 year Tevo ki acsets
0 yeaT Tevro kT acsets total

: 2005 year short-terrm loats total

D 20 year short-terim oot total
2005 year short-terim barl; loans
B10: 2004 year short-term banks loans
B11: 2005 year equity ¢ apitals total
B12: 2004 yeur equity ¢ apitals total

EREnEgnm

This paper examines the effects of loan payments refunds
and nonrefunds in three sections by using both RS approach
and LR analysis. In the first section, 23 attributes consisting
linguistic elements (qualitative variables), in the second
section, 12 attributes consisting continuous variables
(quantitative variables) and in the third section, all 35
(=23+12) attributes (both qualitative and quantitative
variables) are examined.

By means of definition of attributes in Table | and Table Ill,
36 variables- total 35 condition variables and one decision
variable showing whether the companies have refunded the
loans- form the study. As a result of this data analysis, 242*36
information table is prepared in order to be used for RS
approach. The first results obtained from RS analysis of the
actual information table were; the approximation of the
decision classes and their quality of classification were equal
to one.

Class # objects L-fpp. - Spp . Acc- Spp. Spp- Chaa.
1(Fegnlar Payment) 121 121 121 10 1n
0 (hregubr Paanerd) 121 121 121 10 1n

These results obtained show that the firms are very well
discriminated among them. (Consequently, the boundary
region is empty for the two decision classes) 242*36
information table consists of altitude values prepared for the
study is evaluated with the software ROSETTA [34]. The
lacking cells in this information table are completed with
“Complete—Mean/Mode Fill” and “1” code value for 121
companies that regularly pay their loans and “0”code value for
companies that irregularly pay their loans are used for the
decision variable. Evaluation of the information table is made
in 3 sections.

In the first section, the effectiveness of 23 condition
variables (A1, A2, ..., A23) consist of information about the
company and guarantors in decision variable and its success in
classification are examined. For this purpose, genetic
algorithms are used for reduces (Reduce—Genetic Algorithm
—Object Related—Okay) and as a result of this process, 722
feasible situations have appeared. As to examine all feasible
situations will take time and may cause ignoring of main
necessary subjects, basic filtering (reduct) is used. In basic
filtering, de RHS accuracy [0, 0.75], RHS (right hand side)
coverage [0, 0.075] and LHS (left hand side) length [8, 1000]
ranges are used for reduction. By eliminating alternative
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situations that appear other than these ranges, Table 4 is
established with RS approach values consist of 11 rules. As a
result of the basic filtering, it is found that Al, A2, A5, A8,
A9, A10, A13, A21, A22 and A23 variables are insignificant.
The most marked behavior in Table 5 is changing of altitude
value of A6, All, A17, A18 and A20 variables and changing
of altitude value of decision variable. When the definitions of
variables effecting the decision are examined in general, it is
determined that the loan drawing companies are lack of
necessary guarantees. In other words, in Table 1V, the basic
reason for non-refunding of loans is the loans without
guarantee given by guarantors.

Table IV. The 11 rules algorithm

C onditions

ength
RHS Acoumracy
LHSE Coverage
RHS Coverage
RHS Stahilly

Ald

Als

Alé
coo oo o~~~ =~ ALT

AlE
LS R R R I e = S E T LHSngﬂl

~| ALY

Al

&

10
11
10
10
10
12
11
1z
14
12
10

AT

Ab

10004100382 10
1000450091 10
10004100382 10
100041003310
10004100383 10
1.00.050 0093 10
1000450091 10
1.00.054 0107 10
1000530116 10
1.00.050 0093 10
100041 003Z 10

b b ALZ

-
[EEp
—
—

—
%]

=
%]

B2
B b BB B B =

Lo I e e e e T e N R Y )

[

1
1

—

When LR is applied for the 23 attributes that defined in
Table | and Table II, -2LL, Cox & Snell R Square and
Nagelkerke R Square are found 309.810, 0.101 and 0.134,
respectively. According to these values, high value of -2LL
statistics shows that model does not represent the data totally.
Moreover, low values of Cox & Snell R Square and
Nagelkerke R Square statistics show that explanation power of
independent variable of dependent variable is very low. The
recommended test for overall fit of a logistic regression model
is the Hosmer and Lemeshow test, also called the Chi-square
test. It is considered more robust than the traditional chi-
square test, particularly if continuous covariates are in the
model or sample size is small. A finding of non-significance
corresponds to the researcher concluding the model
adequately fits the data. When Hosmer -Lemeshow test is
applied, Chi-square is found 5.342 with the degree of freedom
8 and significance value 0.720. In fact, the Hosmer-
Lemeshow statistic indicates a poor fit if the significance
value is less than 0.05, but, here, the model adequately fits the
data because of p=0.720.

Table V. LR classification for 23 attributes.

Cbserwre d Fredicted
sl Dercertage Commect
0 1 0
Sep 1 pecult | 0 9 42 653
[ 1 47 T4 (]
Chorera 1l PeTceris me 632

WThe it wrahae ic 0500

Table V shows overall percentage of LR classification
(63.2%) with correct classification numbers. However, Table
6 shows coefficients of variables, standard errors of these
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coefficients, Wald statistics, significance levels, odds ratio,
Exp(B), and 95% of confidence intervals for Exp(B) in
different columns. The odds ratio for a given independent
variable represents the factor by which the odds (event)
change for a one-unit change in the independent variable. If B
has positive value, odds ratio will increase, if B has negative
value, the odds ratio will decrease, and if B is zero odds ratio
will not change.

Table VI. LR equation for guantitative variables.

950 % CIfor EXR(E)
B SE. | Wald (4 Sz EpE)  Lowmer Tpper
Pep 1*al(1) 0377 1772 | 0045 [1 0831 1458 045 47013
(1) |-05T0 0863 | 0436 |1 0500 0566 0.104 068
45(1) 0053 0324 | 0026 |1 08Tl 0048 003 1700
a41) 0166 0783 | 0045 [1 03T 1181 0as2 5518
as(l)  |-0781 lgee [ 0169 |1 0681 0433 0011 12014
(1) n04i 0330 | o017 |1 0897 1046 0.7 077
a7(1) 0052 0336 | 0021 |1 0824 0043 0472 1008
281 |-1019 1282 | 0432 |1 0427 0361 0am9 4452
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In Table VI, it is seen that odds ratio for al, a4, all, al3
and a19 will increase, odds ratio for a2, a3, a5, a7, a8, a9, al2,
al4, al5, al6, al7, al8, a20 and a22 will decrease. Since all
results of the variables al0, a21 and a23 are same, they are
removed from the evaluation. With 0.05 significance levels,
the significance tests of LR coefficients are given with Wald
statistics related to Chi-square distribution. According to Wald
statistics in Table VI, all LR coefficients are not significant,
but for the variables al, a4, a6, all, al3 and al9, it can be
said that they are effective and preferable to other variables
for non-refunding or refunding of loan payments because their
odds ratios are greater than 1. Thus, LR model of qualitative
variables (23 attributes) is not a good model in categorizing
the loans whether refunded or no refunded.

In the second section, 12 continuous variables are examined
with RS and LR respectively. The first analysis we have made
was to recode the ratios (continuous variables) into qualitative
terms (low, medium, high and very high) with corresponding
numeric values such us 1, 2, 3 and 4. This recoding has been
made dividing the original domain into subintervals. This
recoding is not imposed by the RS theory but it is very useful
in order to draw general conclusions from the ratios in terms
of dependencies, reducts and decision rules. 12 attributes that
contain balance sheet information about the companies are
classified as (0, 0.25]-low, (0.25, 0.50]-medium, (0.50, 0.75]-
high and (0.75, oo)-very high. These classified attributes are
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given 1, 2, 3 and 4 recoded values and categorical variables
are appointed. In Table IlI, definitions of 12 attributes are
presented and in Table VII, list of subintervals (quartiles) are
given.

Table VII. List of subintervals (quartiles)

TRrEbE 1™ (Low 1120 (Medimed) 50 (Highes) 40 (wery Figed )
Bl (0,9200] (54200 173683] (LTI623 25364074 649 o)
B (0,20041] (20041100080] (109020 2081187295118
Es [- ©03199] (3199 5999] [S0e0 14533] (1483300
B4 - 2]311] (131134299] (3299 123691 (16D 00
ES  (0,12670] r1I6T040329] (40320 163473 (163472,
B (0AS09] (6309 15321]  (15321109220] (109280,
EF  (0,1200] (1800 2630] (BEE0STIA0] (97120,
B 0,07] (107237 (252F5904]  (BEPO4, o0
B (0ATIO]  (BTI0Z2690] 2269049413 (48418,
El0  (0.30] (242012560]  (1256042981] (4921,
Ell (0520] (562021081] (2108171391 (71381,
El2 (0,2050] (20507974 (FOT4 I6505] (3650500

The information table consists of balance sheet information
of the company that demands loan and valued with Table VII
are evaluated by means of the software ROSETTA [34]. As a
result of this reduct made with genetic algorithms, 3844
feasible situations have appeared (Reduce—Genetic
Algorithm—Object Related —Okay). However, it is not
possible to examine all these feasible situations. For this
reason, basic filtering is applied and RHS accuracy [0, 0.75],
RHS coverage [0, 0.075] and LHS length [6, 1000] ranges are
used fort he basic filtering. Feasible situations other than these
ranges are eliminated and Table VIII that consists of 22 rules
is found. Table V11 shows the values found for RS approach.

When Table VIII is examined, it is found that B1, B2, B3
and B4 attributes are effective in classification of the decision.
The basic reason of non-refunding of the loan is the low sales
and profit of company within last two years and less
economical earning.

When LR is applied for the 12 attributes that defined in
Table 3, -2LL, Cox & Snell R Square and Nagelkerke R
Square are found 291.204, 0.167 and 0.2230, respectively.
According to these values, high value of -2LL statistics shows
that model does not represent the data totally. Moreover, low
values of Cox & Snell R Square and Nagelkerke R Square
statistics show that explanation power of independent variable
of dependent variable is very low. When Hosmer- Lemeshow
test is applied, Chi-square is found 18.273 with the degree of
freedom 8 and significance value 0.019. Goodness-of-fit
statistics help you to determine whether the model adequately
describes the data and it is known that he Hosmer-Lemeshow
statistic indicates a poor fit if the significance value is less
than 0.05, so, this model does not adequately fits the data
because of p=0.019.

Table VIII. The 22 rules algorithm
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Table IX. LR classification for 12 attributes.

Ohserved Prodicted
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1] 1 1]
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Table IX shows overall percentage of LR classification
(65.3%) with correct classification numbers. However, Table
X shows coefficients of variables, standard errors of these
coefficients, Wald statistics, significance levels, odds ratio,
Exp(B), and 95% of confidence intervals for Exp(B) in
different columns.

In Table X, it is seen that odds ratio for b1, b4, b5, b8, b10,
b11 and b12 will increase, odds ratio for b2, b3, b6, b7 and b9
will decrease. According to Wald statistics with the
significance level 0.05 in Table 10, all LR coefficients, except
b3, b4 and b1l which are shaded, are not significant, but the
for variables b1, b4, b5, b8, b10, b1l and b12, it can be said
that they are effective and preferable to other variables for non-
refunding or refunding of loans because their odds ratios are
greater than 1. Thus, LR model of continuous variables of
balance sheet (12 attributes) is not a good model in
categorizing the loan payments whether refunded or no
refunded.

Table X. LR equation for quantitative variables.
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In the third section, what the dominant situation for loans
will be when all the information is examined together is tried
to be determined. Will the situation change when the basic
results in Table 1V and Table VII are examined together? With
participation of all variables, will the basic variables to be
focused by 242*36 information table change? When the table
is evaluated with the genetic algorithms of the software
ROSETTA to get replies of all these questions, 13799 feasible
situations appear [34]. (Reduce—Genetic Algorithm —Object
Related—Okay). As it is not possible to examine all 13799
situations, the basic filtering is applied and RHS accuracy [0,
0.75], RHS coverage [0, 0.10] and LHS length [5, 1000]
ranges are used for the filtering. Feasible situations other than
these ranges are eliminated, and Table XI that consists of 32
rules is found. Al, A4, A8, A9, A10, A13, A21, A22, A23, B3
and B7 variables are redundant, and therefore, they could be
eliminated.

Table XI. The 32 rules algorithm
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When Table XI is examined, it is determined that there a
clear differentiation in the balance sheet information. Very
high balance sheet information causes refunding of loan and
very low and medium balance sheet information causes non-
refunding of commercial loan. Lack of information about the
company that demands loan results with the behavior is
causing the differentiation in Ai variables section.

When LR is applied for the 35 attributes, 23 qualitative and
12 quantitative variables, -2LL, Cox & Snell R Square and
Nagelkerke R Square are found 272.255, 0.230 and 0.307,
respectively. According to these values, high value of -2LL
statistics shows that model does not represent the data totally.
Moreover, low values of Cox & Snell R Square and
Nagelkerke R Square statistics show that explanation power of
independent variable of dependent variable is very low. When
Hosmer -Lemeshow Test is applied, Chi-square is found 6.337
with the degree of freedom 8 and significance value 0.610.
The Hosmer-Lemeshow statistic indicates a poor fit if the
significance value is less than 0.05. Thus, the model
adequately fits the data (p=0.610).

Table XII. LR classification for 12 attributes.

Ohseryred Predicted
Femlt Percentaze Comect
1] 1 1]
Jep 1 Fearh 0 21 40 66,0
1 37 a4 694
ety 1L Percertage 68.2
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Table XII shows overall percentage of LR classification
(68.2%) with correct classification numbers. However, Table
13 shows coefficients of variables, standard errors of these
coefficients, Wald statistics, significance levels, odds ratio,
Exp(B), and 95% of confidence intervals for Exp(B) in
different columns.

In Table XII1, it is seen that odds ratio for al, a7, all, al3,
al9, bl, b4, b5, b8, b1l and b12 will increase, odds ratio for
a2, a3, a4, a5, ab, a8, a9, al2, al4, als, al6, al7, al8, a20,
a22, b2, b3, b6, b7, b9 and b10 will decrease. Since all results
of the variables al0, a21 and a23 are same, they are removed
from the evaluation. According to Wald statistics with the
significance level 0.05 in Table 13, all LR coefficients, except
al7, b3 and b1l which are shaded, are not significant, but the
for variables al, a7, all, al3, al9, bl, b4, b5, b8, b1l and
b12, it can be said that they are effective and preferable to
other variables for non-refunding or refunding of loan
payments because their odds ratios are greater than 1. Thus,
LR model of qualitative and quantitative variables (35
attributes) is not a good model in categorizing the loans
whether refunded or no refunded.
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Table XIII. LR equation for qualitative and quantitative
variables.
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V. CONCLUSION

The business loans in financial transactions are very risky
though they are quite important for both loan issuing and
drawing companies. In this study, by using the RS approach,
behaviors that increase the risk in loan payments or causing
non-refunding and by using LR, classification of refunded and
no refunded loan payments are tried to be determined. RS
theory provides a very good differentiation in classification of
loan payments and introduces the basic characteristics in three
different examinations with qualitative, with quantitative and
with both qualitative and quantitative variables as class
differentiations. It is impossible for a company that can not get
sufficient profit and has bad sales to refund the loan. For this
reason, with RS approach, it is seen that the companies with
high balance sheet information pay their loans and this
differentiation can be clearly introduced by using the RS
approach. However, LR analysis results for three models show
that all LR models are not good in classification of refunded
and no refunded loans according to significance values of LR
coefficients with the significance level 0.05. When odds ratios
of variables are examined, it is seen that some of variables can
be the reason or one of the effects for refund or nonrefundable
of loan payments, because their odds ratios are greater than 1.
Consequently, in classification of refundability of loans, the
RS approach is very successful but LR is not. This success of
RS approach clearly introduces to the loan issuing financial
institutions to which information of loan demanding company

they can focus on.
REFERENCES



INTERNATIONAL JOURNAL OF MATHEMATICAL MODELS AND METHODS IN APPLIED SCIENCES

[1] A. Sanchis, M.J. Segovia, J.A. Gil, A. Heras, J.L. Vilar, “Rough sets and
the role of the monetary policy in financial stability and the prediction of
insolvency in insurance sector,” European J of Oper Res, vol. 181, no:3,
16 September 2007, pp. 1554-1573.

[2] S. S. Sancho, J. L. F. Villacafias, M. J. S. Vargas, C. B. Calzon, “Genetic
programming for the prediction of insolvency in non-life insurance
companies,” Computers & Oper Res, vol. 32, no: 4, April 2005, pp. 749-
765.

[3] A. 1., Dimitras, R. Slowinski, R. Susmaga, C. Zopounidis, “Business failure
prediction using rough sets,” European J of Oper Res, vol. 114, no:2, 16
April 1999, pp. 263-280.

[4] R. G. West, “A factor-analytic approach to bank condition,” J of Banking
and Finance, vol. 9, pp. 254-266, 1985.

[5] S. H. Chen, C. H. Yeh, “Using genetic programming to model volatility in
financial time series,” in Proc. of the 2™ Annu Conf. on Genetic
Programming, 1997, pp. 58-63.

[6] A. I. Dimitras, S. H. Zanakis, and C. Zopounidis, “A survey of business
failures with an emphasis on prediction methods and industrial
applications,” European J of Oper Res, vol. 90, no:3, 1996, pp. 487-513.

[7] K. Y., “Tam Neural network models and the prediction of bankruptcy,”
Omega, vol. 19, no: 5, 1991, pp. 429-445.

[8] S. Balcaen, H. Ooghe, “Alternative methodologies in studies on business

failure: Do they produce better results than the classic statistical methods?”

Vlerick Leuven Gent Management School Working Paper Series, no: 16,

2004.

E. I. Altman, “The success of business failure prediction models: An

international survey,” J of Banking and Finance, vol. 8, no: 2, 1984, pp.

171-198.

[10] T. Hennig-Thurau, A. Klee, “The impact of customer satisfaction and
relationship quality on customer retention: A critical reassessment and
model development,” Psychology & Marketing, vol. 14, no: 8, 1997, pp.
737-764.

[11] L. A. Zadeh, “Fuzzy sets,” Information and Control, vol. 8, no: 3, 1965,
pp. 338-353.

[12] z. Pawlak, Rough sets, theoretical aspects of reasoning about data.
Dordrecht/Boston/London: Kluwer Academic Publishers, 1991.

[13] Z. Pawlak, “A primer on rough sets: A new approach to drawing
conclusions from data,” Cardozo Law Review, vol. 22, 2002, pp.1407—
1415.

[14] F. E. H. Tay, L. Shen, “Economic and financial prediction using rough
sets model,” European J of Oper Res, vol. 141, 2002, pp. 641-659

[15] Z. Pawlak, “Rough sets, in: T.Y. Lin, N. Cercone, (Eds.), Rough sets and
data mining,” Dordrecht: Kluwer Academic Publisher, 1997, pp. 3-8.

[16] R Slowinski, C. Zopounidis, A. I. Dimitras, R. Susmaga, Rough set
predictor of business failure, in: R. A. Ribeiro, H. J. Zimmermann, R. R
Yager, J. Kacprzyk, (Eds.), Soft Computing in Financial Engineering,
Physica-Verlag, Wurzburg, 1999, pp. 402-424.

[17] M. J. Segovia, J. A. Gil, A. Heras, J. L. Vilar, A. Sanchis, Using rough sets
to predict insolvency of Spanish nonlife insurance companies, Documentos
de trabajo de la facultad de ciencias econémicas y empresariales,
Avaliable: http://econpapers.repec.org/paper/ucmdoctra/

[18] J. M. Ambrose, A. M. Carroll, “Using best’s ratings in life insurer
insolvency prediction,” The J of Risk and Insurance, vol. 61, no: 2, 1994,
pp. 317-327.

[19] B. Ruzgar, N. S. Ruzgar, “Classification of insurance sector with logistic
regression”, in Proc. 9" WSEAS Int. Con. On Automatic Control, Modeling
& Simulation, 2007, pp. 52-57.

[20] J. B. Williamson, T. K. McNamara. (2001, May). Why some workers
remain in the labor force beyond the typical retirement age? Avaliable:
http://www.bc.edu/centers/crr/papers/ wp_ 2001-09.pdf. 6. 2006.

[21] R. Branv, A. Agarwal, R. Leach. (2006, June). Predicting bankruptcy
resolution. Auvaliable: http:// bear.cba.ufl.edu/ agarwal/
vita/PredictingBRResolutionJBFA.pdf. 6. 2006.

[22] J. Temple. (2006). Explaining the private health insurance coverage for
older Australians. Avaliable: http://www.elecpress.
monash.edu.au/pnp/cart/download/free.php ?paper=178.17. 2006.

[23] A. Chandra, A. A. Samwick. (2006). Disability risk and the value of
disability insurance. Avaliable: http://www.nber.org /papers/w11605.

[24] z. Pawlak, A. Skowron, “Rough sets: Some extensions,” Information
Sciences, vol. 177, 2007, pp. 28-40.

(9]

Issue 1, Volume 2, 2008 73

[25] T.-F. Fan, D.-R. Liu, G.-H. Tzeng, “Rough set-based logics for
multicriteria decision analysis,” European J of Oper. Res., vol. 182, 2007,
pp. 340-355.

[26] J.Yu. Shyng, F. K. Wang, G. H. Tzeng, K. S. Wu, “Rough set theory in
analyzing the attributes of combination values for the insurance market,”
Expert systems with applications, vol. 32, no: 1, January 2007, pp. 56-64.

[27] S. Weisherg, Applied linear regression, CA: Wiley Pub., 2005, pp. 255-
265.

[28] A. S. Albayrak, Uygulamali cok degiskenli istatistik teknikleri, Ankara:
Asil Yayin, 2006, pp. 439-462.

[29] A. Agresti, Categorical data analysis, Florida: Wiley Pub., 2002, pp. 165-
257.

[30] S. F. Hair, R. E. Anderson, R. L. Tahtam, W. C. Black, Mutivariate data
analysis, NJ: Prentice-Hall, 1998, pp. 276-281, 314-321.

[31] H. Tatl dil, Uygulamali cok degiskenli istatistiksel analiz, Ankara, 1992,
pp. 225-232.

[32] K. Ozdamar, Paket programlar ile istatistiksel veri analizi, Eskisehir:
Kaan Kitabevi, 2004, pp. 601-608.

[33] S. Menard, Applied logistic regression analysis, USA: Sage Pub., 1995,
pp. 37-42.

[34] Rosetta Software, Avaliable: http://rosetta.lch.uu.se/general/

B. Ruzgar was born in Musulca, Edirne, Turkey in 1962. He received the MS
degree in Mathematics from Marmara University, Istanbul, Turkey in 1986
and Ph. D. degree in Quantitative Methods from Mamara University, Istanbul,
Turkey, in 1992.

He worked as a Mathematician, Research Assistant at Department of
Management, Marmara University, Istanbul Turkey. Currently, he works as an
Assistant Professor at Baking and Insurance School, Marmara University,
Istanbul, Turkey. He has five books, an author of more than 15 papers in
refereed journals and more than 50 papers in conference proceedings. His
research interests are fuzzy logic, applied statistics, quantitative methods.

Assis. Prof. Dr. Ruzgar is a Member of Mathematics Association of
Turkey, Member of Operation Research Society of Turkey, Member of
Informatics Association of Turkey and Member of Association of
Econometrics.

N. S. Ruzgar was born in Pinarhisar, Kirklareli, Turkey in 1962. She received
the MS degree in Mathematics from Istanbul Technical University, istanbul,
Turkey in 1989 and Ph. D. degree in Quantitative Methods from Istanbul
University, Istanbul, Turkey, in 1998.

She worked as a Mathematician, Lecturer, and Assistant Professor at
Computer and Electronic Education Department of Technical Education
Faculty, Marmara University, Istanbul Turkey. Currently, she works as an
Associte Professor at Vocational School of Social Sciences, Marmara
University, Istanbul, Turkey. She has four books, an author of more than 15
papers in refereed journals and more than 60 papers in conference
proceedings. Her research interests are system simulation, applied statistics,
quantitative methods, and distance education.

Assoc. Prof. Dr. Ruzgar is a Member of Mathematics Association of
Turkey, Member of Operation Research Society of Turkey, Member of
Informatics Association of Turkey and Member of Association of
Econometrics.



