
 

 

  
Abstract—The present work presents the experiment that was made 
to verify and to corroborate the physical changes in the dental 
enamel. The data were obtained in voltage terms in four stages: 
without treatment, dental paste, acid engraver and adhesive. The 
covariance matrices of the samples were then compared with each 
other to obtain an estimation of every pair of matrices. The inverse 
estimated matrix was obtained, and finally the Hottelling's statistical 
was calculated for the multivaried case. We show that the selected 
treatments have differences in their averages. This allows us to 
conclude that there are physical changes in the dental enamel. 
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I. INTRODUCTION 
N the “Development of prototypes for the detection of 
defects in materials”, instrumentation for the diagnosis of 
physical defects in dental enamel is being developed [1], 

which consists of a system with the following devices: 1.- data 
acquisition card based on the 8032 microcontroller, 2.- a 
sending- receiving infrared spectrum tract, 3.- a mechanism 
for the positioning and scanning of the dental samples studied, 
4.- computer for the storage and processing of the data 
acquired from the surface of the tooth enamel, 5.- design and 
implementation of software for the processing of the data 
acquired, [2,3]. 
1 
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The data acquired are subjected to a multivariate statistical 
processing, which consists of proving the hypothesis that the 
mean vectors of the 2 samples are equal 21 μμ =:Ho ; that is, 
that there are no changes between one treatment and the other, 
contrary to that there are, that is to say 211 μμ ≠:H this will 
allow the determination if there are differences in the mean 
vectors of the samples coming from an orthodontic treatment, 
which will be used for the Hottelling’s statistical test for the 
multivariate case. 
 
The Hottelling’s test T2  is a generalization of the statistic t  
(1): 
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For the general case, p variables will be had, which are 

pxxxx .....,, 321   and 2 samples with sizes 1n  and 2n . 

Therefore, there will be 2 vectors of sampling means 1x  and 

2x which are calculated using (2) and (3). 
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Also, 2 covariance matrices will be used, C1 and C2 where 
each one will be calculated using the formulas (4), (5) and (6). 
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An estimation of the covariance matrix of the population is 

obtained by (7): 
 

( ) ( ){ } ( )211 212211 −+−+−= nnCnCnC                        (7) 
 
Therefore, the statistic defined by the Hottelling test T2 is: 
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A significantly large value for this statistic will be evidence 

that the mean vectors are different for the 2 sampling 
populations. The significance or lack of significance of T2 is 
simply determined by transforming the statistic of the formula 
(8) into (9). 
 

( ) ( ){ }pnnTpnnF 21 21
22

21 −+−−+= ,       (9) 
 
 which has a distribution F with p and  
( )121 −−+ pnn degrees of freedom. 
 
Given that T2 is a quadratic form can be rewritten as shown in 
(10). 
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Where jlx
−

 is the mean of the variable lx  in the 

 l-th sample and ikc  is the element in the i-th row and k-th 
column of the inverse matrix C-1 [4, 5].  

The program was developed in pascal language, due to the 
facility with which the matrices can be handled; first the 
inverse of a covariance matrix is obtained which is calculated 
using matlab. This matrix is imported to the program that will 
use it to calculate the Hottelling statistic [6]. 

II.  DESCRIPTION OF THE PROBLEM 
During the orthodontic treatment, physical changes are 
produced in the structure of the tooth enamel, which continues 
to be subject of study since it may be the cause of possible 
afflictions in the dental organs. 
The test of significance with multivariate data will allow 
comparison of the mean of 2 samples to know if there are 

differences in them, for which we will only analyze one zone 
of the tooth. 

III. EXPERIMENT 
The measurement of the rugosity is done carrying out a 

scanning of the surface of the tooth enamel with intervals of 
50 micras to an entire tooth, which generated a data matrix of 
75x40 (the decision was made to analyze a third of the dental 
organ, the region to research was limited to a square shape due 
to the irregular surface of the tooth) which represents the 
population of said tooth. Each column of the matrix is 
represented by a variable of said matrix. Four different 
measurements were carried out generating 4 files (data 
matrices) corresponding to each of the stages of the 
orthodontic treatment. In the first stage, the tooth is washed 
with running water. In the second stage, the tooth was cleaned 
using a low speed motor with a cup brush, using Oral-B 
prophylactic paste during 15 seconds in order to eliminate any 
residue adhered to the tooth surface. It was then washed with 
running water and the tooth surface was dried with a stream of 
air. The third stage consists of applying phosphoric acid at 
37% during 60 seconds in order to create micro pores 
(demineralization) on the enamel surface, and in the fourth 
stage the adhesive was applied and it was photophlymerized 
during 20 seconds. The significance test was applied to each 
sample taking them in 2’s. 

IV. DEVELOPMENT 
Once the data acquisition stage had been carried out, we 
proceeded to identify the zone of the tooth to analyze to carry 
out the significance tests. The criteria used are the same the 
orthodontist uses for the placement of braces, which consists 
of dividing the tooth in 3 parts: mesial third, middle third, and 
distal third [7]. To determine which variables represent each 
third, 75 was divided by 3, given that the population was of 
75x40 for each stage, which leads to assigning 25 variables 
for each third. The development of the research was concrete 
to compare the middle third, since it is the position in which 
the brace is placed. The variables  251....xx  are those which 
are used for said tests. 
Next, the algorhythms to calculate the mean vector, variance 
vector, and covariance matrix are presented. 
 
Input n,p,A(i,j) 
 
for i=1 to p 
      sum ←0 
        for j=1 to n do 
           sum ← sum +A(i,j) 
            x(i) ← sum/n 
Output x(i) 
 
Input A(i,j),n,p,x(i) 
 
  for i=1 to p do 
    sum ←  0 
      for j=1 to n do 

          sum ← sum + )(),( ixjia −  
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          s ← sum / (n-1) 
output: s(i) 
 
where n is the size of the sample, p number of variables and 
A(i,j) the data matrix. 
 
Input: A(i,j),p,n,x(i) 
 
for  j=1 to p do 
   for j=1 to p do 
       sum ←0 
         for i=to n do 
            sum ← sum+(A(i,j)- x(i))*(A(i,k)-x(k)) 
         Cov(j,k) ← sum/(n-1) 
Output: Cov(i,j) 
 
 The algorhythms used to calculate the statistic T2 and the 
statistic F are [4]: 
 
Input : n1, n2, (xi), p, (aij

-1 ) 
00T1 .←  

for i = 1, 2,…,p do 
  for k = 1,2,…,p do 
     ))xx(*a*)xx(( kk

ik
ii 212111 TT −−+←    

     12121 Tnnn(nT *)/()* +←  
Output : T  (Statistic T) 
 
Input:  n1, n2,  T, p 
F ( ) ( )( )p*nn)T*pnn( 21 21

2
21 −+−−+←  

Output: F (Statistic F).  
 
where: 21 y  nn  are the size of the sample 

 x(i) the mean vectors 
 p the number of variables  

1−
ia  the inverse matrix of the covariance . 

V. RESULTS 
The experiment carried out allowed corroboration that the 

orthodontic treatment generates physical changes in the tooth 
enamel, so that the 4 different structures of data obtained by 
the orthodontic treatment are applied [8], which are: sample 
without treatment, samples with application of toothpaste, 
with application of etching acid and finally with application of 
an adhesive, which were compared in 2’s; that is, the sample 
without treatment with application of tooth paste, sample 
without treatment with application of etching acid, sample 
without treatment with application of adhesive, sample of 
application of prophylactic paste with etching acid, sample of 
application of toothpaste with adhesive and finally application 
of etching acid with adhesive were compared. The first phase 
consisted of calculating the covariance matrices of each 
sample with its corresponding mean vectors using the 
software created for this test, results of which are seen in 
Table 1 and 2. 

After carrying out the calculation of the covariance 
matrixes and mean vectors of the samples, we proceeded to 
calculate an estimation of the covariance matrix, for which the 

formula was used (7) and the inverse matrix was calculated 
using matlab [9] with the instruction “inv”, generating a file 
which will save the calculation of said matrix. All this for the 
sample without treatment and application of toothpaste (graph 
1), sample without treatment and application of etching acid 
(graph 2), sample without treatment and application of 
adhesive (graph 3), sample of toothpaste with application of 
etching acid (graph 4), sample of toothpaste with application of 
adhesive (graph 5) and sample of application of etching acid 
with adhesive (graph 6).  

Finally, it is shown that the tests of hypothesis applied to 
the surface of the tooth enamel show the rejection that the 
mean vectors are equal, which is information that allows one 
to conclude that there are physical changes in the tooth enamel 
in each stage of the orthodontic treatment. In the next table I 
we show the estimated matrix of the sample without treatment 
with application of toothpaste. 

 
Table I (a) 

Estimated matrix (column 1 to 5) 

Symbol Quantity 

X1    0.3587    0.0475   -0.0288    0.0079    0.0617 
X2     0.0475    0.1048    0.0059    0.0228    0.0035 
X3    -0.0288    0.0059    0.1089   -0.0023   -0.0042 
X4     0.0079    0.0228   -0.0023    0.1644    0.0205 
X5     0.0617    0.0035   -0.0042    0.0205    0.0860 
X6    -0.0110    0.0005   -0.0022   -0.0084    0.0012 
X7    -0.0024   -0.0058   -0.0061    0.0388    0.0145 
X8     0.0031   -0.0095    0.0020    0.0031   -0.0121 
X9     0.0111   -0.0044    0.0067    0.0159   -0.0091 
X10     0.0166    0.0002   -0.0093    0.0047    0.0135 
X11     0.0447    0.0016    0.0100    0.0082    0.0052 
X12     0.0185    0.0101   -0.0107   -0.0007    0.0050 
X13     0.0270   -0.0045   -0.0051    0.0166   -0.0063 
X14     0.0599    0.0053   -0.0123    0.0207    0.0123 
X15     0.0100   -0.0076   -0.0057    0.0276    0.0197 
X16     0.0249    0.0085    0.0092    0.0324    0.0177 
X17     0.0004   -0.0034   -0.0054    0.0160    0.0047 
X18     0.0268    0.0007   -0.0044    0.0367    0.0157 
X19     0.0270   -0.0026    0.0106    0.0161    0.0076 
X20     0.0939    0.0036    0.0022    0.0063    0.0150 
X21     0.0328    0.0036    0.0019    0.0492    0.0260 
X22     0.0457    0.0070    0.0037    0.0203    0.0163 
X23     0.0550    0.0121    0.0122    0.0338    0.0372 
X24     0.0325    0.0020         0       0.0234    0.0146 
X25     0.0319   -0.0056   -0.0017    0.0268    0.0166 
  

 
Table I (b) 

Estimated matrix (column 6 to 10) 

Symbol Quantity 

X1 
   -0.0110   -0.0024    0.0031    0.0111    0.0166 

X2     0.0005   -0.0058   -0.0095   -0.0044    0.0002 
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X3    -0.0022   -0.0061    0.0020    0.0067   -0.0093 
X4    -0.0084    0.0388    0.0031    0.0159    0.0047 
X5     0.0012    0.0145   -0.0121   -0.0091    0.0135 
X6     0.0760   -0.0032    0.0028    0.0098    0.0039 
X7    -0.0032    0.0901   -0.0060   -0.0071    0.0090 
X8     0.0028   -0.0060    0.0755    0.0554    0.0011 
X9     0.0098   -0.0071    0.0554    0.0738    0.0071 
X10     0.0039    0.0090    0.0011    0.0071    0.0839 
X11     0.0033    0.0086    0.0060    0.0118    0.0176 
X12    -0.0046    0.0048    0.0001    0.0044    0.0046 
X13     0.0122    0.0146    0.0170    0.0225    0.0244 
X14    -0.0190    0.0314   -0.0041    0.0033    0.0289 
X15     0.0061    0.0291    0.0074    0.0082    0.0109 
X16     0.0027    0.0285   -0.0005    0.0089    0.0163 
X17     0.0019    0.0194    0.0060    0.0018    0.0023 
X18     0.0077    0.0304         0        0.0114    0.0105 
X19     0.0056    0.0076    0.0094    0.0202    0.0101 
X20     0.0063    0.0115    0.0127    0.0209    0.0225 
X21     0.0032    0.0375    0.0090    0.0205    0.0354 
X22     0.0026    0.0209   -0.0020    0.0127    0.0158 
X23     0.0139    0.0286   -0.0033    0.0180    0.0167 
X24    -0.0005    0.0282    0.0002    0.0095    0.0229 
X25     0.0049    0.0260    0.0017    0.0081    0.0200 
  

 
 

Table I (c) 
Estimated matrix (column 11 to 15) 

Symbol Quantity 

X1 
    0.0447    0.0185    0.0270    0.0599    0.0100 

X2     0.0016    0.0101   -0.0045    0.0053   -0.0076 
X3     0.0100   -0.0107   -0.0051   -0.0123   -0.0057 
X4     0.0082   -0.0007    0.0166    0.0207    0.0276 
X5     0.0052    0.0050   -0.0063    0.0123    0.0197 
X6     0.0033   -0.0046    0.0122   -0.0190    0.0061 
X7     0.0086    0.0048    0.0146    0.0314    0.0291 
X8     0.0060    0.0001    0.0170   -0.0041    0.0074 
X9     0.0118    0.0044    0.0225    0.0033    0.0082 
X10     0.0176    0.0046    0.0244    0.0289    0.0109 
X11     0.0726    0.0025    0.0240    0.0233    0.0167 
X12     0.0025    0.0359    0.0076    0.0083    0.0061 
X13     0.0240    0.0076    0.1066    0.0378    0.0272 
X14     0.0233    0.0083    0.0378    0.1179    0.0258 
X15     0.0167    0.0061    0.0272    0.0258    0.0514 
X16     0.0240   -0.0045    0.0266    0.0492    0.0266 
X17     0.0030    0.0039    0.0184    0.0277    0.0207 
X18     0.0169    0.0060    0.0268    0.0323    0.0284 
X19     0.0267    0.0057    0.0268    0.0274    0.0187 
X20     0.0441    0.0093    0.0492    0.0512    0.0383 
X21     0.0345    0.0151    0.0486    0.0591    0.0511 
X22     0.0230    0.0046    0.0192    0.0341    0.0202 
X23     0.0223    0.0047    0.0149    0.0419    0.0316 
X24     0.0264    0.0017    0.0321    0.0445    0.0281 

X25     0.0176    0.0025    0.0440    0.0567    0.0317 
  

 
Table I (d) 

Estimated matrix (column 16 to 20) 

Symbol Quantity 

X1 
    0.0249    0.0004    0.0268    0.0270    0.0939 

X2     0.0085   -0.0034    0.0007   -0.0026    0.0036 
X3     0.0092   -0.0054   -0.0044    0.0106    0.0022 
X4     0.0324    0.0160    0.0367    0.0161    0.0063 
X5     0.0177    0.0047    0.0157    0.0076    0.0150 
X6     0.0027    0.0019    0.0077    0.0056    0.0063 
X7     0.0285    0.0194    0.0304    0.0076    0.0115 
X8    -0.0005    0.0060         0       0.0094    0.0127 
X9     0.0089    0.0018    0.0114    0.0202    0.0209 
X10     0.0163    0.0023    0.0105    0.0101    0.0225 
X11     0.0240    0.0030    0.0169    0.0267    0.0441 
X12    -0.0045    0.0039    0.0060    0.0057    0.0093 
X13     0.0266    0.0184    0.0268    0.0268    0.0492 
X14     0.0492    0.0277    0.0323    0.0274    0.0512 
X15     0.0266    0.0207    0.0284    0.0187    0.0383 
X16     0.0740    0.0064    0.0342    0.0244    0.0304 
X17     0.0064    0.0426    0.0180    0.0072    0.0231 
X18     0.0342    0.0180    0.0664    0.0216    0.0287 
X19     0.0244    0.0072    0.0216    0.0365    0.0383 
X20     0.0304    0.0231    0.0287    0.0383    0.1008 
X21     0.0468    0.0345    0.0577    0.0365    0.0689 
X22     0.0305    0.0050    0.0241    0.0239    0.0412 
X23     0.0570    0.0125    0.0457    0.0279    0.0517 
X24     0.0420    0.0141    0.0357    0.0230    0.0419 
X25     0.0386    0.0214    0.0341    0.0245    0.0457 
  

 
 

Table I (e) 
Estimated matrix (column 21 to 25) 

Symbol Quantity 

X1 
    0.0328    0.0457    0.0550    0.0325    0.0319 

X2     0.0036    0.0070    0.0121    0.0020   -0.0056 
X3     0.0019    0.0037    0.0122         0       -0.0017 
X4     0.0492    0.0203    0.0338    0.0234    0.0268 
X5     0.0260    0.0163    0.0372    0.0146    0.0166 
X6     0.0032    0.0026    0.0139   -0.0005    0.0049 
X7     0.0375    0.0209    0.0286    0.0282    0.0260 
X8     0.0090   -0.0020   -0.0033    0.0002    0.0017 
X9     0.0205    0.0127    0.0180    0.0095    0.0081 
X10     0.0354    0.0158    0.0167    0.0229    0.0200 
X11     0.0345    0.0230    0.0223    0.0264    0.0176 
X12     0.0151    0.0046    0.0047    0.0017    0.0025 
X13     0.0486    0.0192    0.0149    0.0321    0.0440 
X14     0.0591    0.0341    0.0419    0.0445    0.0567 
X15     0.0511    0.0202    0.0316    0.0281    0.0317 
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X16     0.0468    0.0305    0.0570    0.0420    0.0386 
X17     0.0345    0.0050    0.0125    0.0141    0.0214 
X18     0.0577    0.0241    0.0457    0.0357    0.0341 
X19     0.0365    0.0239    0.0279    0.0230    0.0245 
X20     0.0689    0.0412    0.0517    0.0419    0.0457 
X21     0.1227    0.0417    0.0619    0.0546    0.0482 
X22     0.0417    0.0390    0.0433    0.0312    0.0275 
X23     0.0619    0.0433    0.1006    0.0500    0.0463 
X24     0.0546    0.0312    0.0500    0.0529    0.0368 
X25     0.0482    0.0275    0.0463    0.0368    0.0628 
  

 
The inverse matrix (table I) was then calculated using matlab 
and the next matrix was obtained (table II): 

 
 

Table II (a) 
Inverse matrix (column 1 to 5) 

Symbol Quantity 

X1 
    6.3329   -1.7606    1.4440   -0.5754   -4.7338 

X2    -1.7606   12.8041   -1.7302   -2.9728    1.5115 
X3     1.4440   -1.7302   12.0384    1.1403   -0.0222 
X4    -0.5754   -2.9728    1.1403    9.6909   -0.3162 
X5    -4.7338    1.5115   -0.0222   -0.3162   20.0244 
X6     0.6989   -1.8595    2.4868    2.7431    0.5063 
X7     0.3427    2.0841   -0.5700   -2.2019    0.6428 
X8    -1.6118   -0.0649    0.3839    2.0341   -0.0189 
X9     0.5914    1.9836   -0.3588   -3.6262    4.6339 
X10     0.6803   -0.1327    1.2720    0.6373   -2.9058 
X11    -0.9718    0.4082   -1.5629   -0.5265    0.6460 
X12    -1.0855   -5.2268    4.2650    3.7304    0.1012 
X13    -0.6719   -0.3293   -0.0662   -0.1907    1.9761 
X14    -2.2309   -0.9588    2.8155    2.4228    2.5231 
X15     3.9908    2.1778    3.2309   -2.3509   -8.1031 
X16     0.3919   -3.0691   -0.9166   -0.4938    1.0480 
X17     2.1012   -0.9979   -0.1300   -1.7257   -1.2252 
X18    -3.3913    0.7230    2.3043   -0.3953    3.2427 
X19     2.6870    4.8782   -6.5323   -3.2691   -3.8731 
X20    -8.3767   -0.2747    0.0554    5.8227    8.2898 
X21     3.6855    0.0373   -2.0960   -3.7562   -3.4075 
X22    -2.1331   -2.9195    0.8359   -1.2484   -1.2757 
X23     0.0616   -1.0138   -3.4103   -0.1859   -7.7510 
X24     0.6672   -0.0845    2.9404    2.6693    3.7331 
X25     2.1035    4.1970   -1.3297   -3.8078   -2.1622 
  

 
 

Table II (b) 
Inverse matrix (column 6 to 10) 

Symbol Quantity 

X1 
   0.6989    0.3427   -1.6118    0.5914    0.6803 

X2    -1.8595    2.0841   -0.0649    1.9836   -0.1327 

X3     2.4868   -0.5700    0.3839   -0.3588    1.2720 
X4     2.7431   -2.2019    2.0341   -3.6262    0.6373 
X5     0.5063    0.6428   -0.0189    4.6339   -2.9058 
X6    18.1568   -0.0998    2.2806   -2.3928   -1.7872 
X7    -0.0998   19.4798   -3.5185    5.9952   -0.0724 
X8     2.2806   -3.5185   39.4906  -33.6955   0.6542 
X9    -2.3928    5.9952   -33.6955  48.0669  -2.0136 
X10    -1.7872   -0.0724    0.6542   -2.0136   16.5660 
X11    -1.1297   -0.9601   -0.2527    1.0830   -1.9900 
X12     4.6982   -3.5114    3.4518   -3.6549   -0.2964 
X13    -3.1086   -0.5477    1.8062   -4.9974   -1.0838 
X14     6.0747   -1.0516    3.2216   -1.7340   -2.1833 
X15    -1.7896   -6.2669   -3.9585    1.7652   3.1705 
X16    -0.0256   -1.4924   -4.5816    5.4166   1.2218 
X17    -3.3343   -5.6317   -3.6789    2.3515   4.8012 
X18    -1.6399   -3.0218    4.0433   -3.0156   3.3652 
X19    -4.2693    5.9217    1.8519  -11.2018   3.8088 
X20     1.2894    5.9034   -3.6709    4.9466    0.4247 
X21     0.6946    2.0337   -2.4446    1.6881   -5.7932 
X22    -0.4602  -13.6672  15.8727  -15.8217  -0.4281 
X23    -5.9442    0.4265    7.1110   -12.0547  2.5388 
X24     7.2922   -3.3786   -0.9470    3.7284   -5.4216 
X25    -2.0436    0.9199   -3.8739    7.8782   -3.0618 
  

 
Table II (c) 

Inverse matrix (column 11 to 15) 

Symbol Quantity 

X1 
  -0.9718   -1.0855   -0.6719   -2.2309    3.9908 

X2     0.4082   -5.2268   -0.3293   -0.9588    2.1778 
X3    -1.5629    4.2650   -0.0662    2.8155    3.2309 
X4    -0.5265    3.7304   -0.1907    2.4228   -2.3509 
X5     0.6460    0.1012    1.9761    2.5231   -8.1031 
X6    -1.1297    4.6982   -3.1086    6.0747   -1.7896 
X7    -0.9601   -3.5114   -0.5477   -1.0516   -6.2669 
X8    -0.2527    3.4518    1.8062    3.2216   -3.9585 
X9     1.0830   -3.6549   -4.9974   -1.7340    1.7652 
X10    -1.9900   -0.2964   -1.0838   -2.1833    3.1705 
X11    23.5711   -0.2662    1.4028    1.2162    0.6883 
X12    -0.2662   39.1840   -3.8201   -2.3068   -5.1451 
X13     1.4028   -3.8201   20.7308    3.8194    1.9774 
X14     1.2162   -2.3068    3.8194   26.2102    6.8196 
X15     0.6883   -5.1451    1.9774    6.8196   52.3030 
X16    -3.8319   10.6719   -5.2362  -11.0243   -8.4346 
X17     2.6788    2.0805    0.1156  -10.4037   -4.1814 
X18    -0.6574    0.4706   -0.2986    3.4171   -1.5946 
X19    -9.7141  -10.4048   -1.8269   -4.6116    1.0042 
X20    -8.0469    5.0181   -5.9216    0.9508  -15.5601 
X21     0.2864   -6.9346   -2.3836   -3.8352   -7.3721 
X22     0.5744    3.4401    4.4683   -5.4470    1.7347 
X23     5.4275   -7.1996   13.1077    7.3988    7.0967 
X24    -7.1250    8.9436   -8.6381   -3.7160   -4.9122 
X25     3.6517    2.7794  -14.2992  -18.1909   -9.9771 
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Table II (d) 
Inverse matrix (column 16 to 20) 

Symbol Quantity 

X1 
   0.3919    2.1012   -3.3913    2.6870   -8.3767 

X2    -3.0691   -0.9979    0.7230    4.8782   -0.2747 
X3    -0.9166   -0.1300    2.3043   -6.5323   0.0554 
X4    -0.4938   -1.7257   -0.3953   -3.2691   5.8227 
X5    1.0480   -1.2252    3.2427   -3.8731    8.2898 
X6    -0.0256   -3.3343   -1.6399   -4.2693   1.2894 
X7    -1.4924   -5.6317   -3.0218    5.9217   5.9034 
X8    -4.5816   -3.6789    4.0433    1.8519   -3.6709 
X9     5.4166    2.3515   -3.0156  -11.2018   4.9466 
X10     1.2218    4.8012    3.3652    3.8088    0.4247 
X11    -3.8319    2.6788   -0.6574   -9.7141   -8.0469 
X12    10.6719    2.0805    0.4706  -10.4048   5.0181 
X13    -5.2362    0.1156   -0.2986   -1.8269   -5.9216 
X14   -11.0243  -10.4037    3.4171   -4.6116   0.9508 
X15    -8.4346   -4.1814   -1.5946    1.0042   -15.5601 
X16    42.6864   10.5649    0.1435   -8.7232   11.3597 
X17    10.5649   47.4090   -2.5939    3.0675   -9.6601 
X18     0.1435   -2.5939   37.1708   -8.1972   11.7323 
X19    -8.7232    3.0675   -8.1972   79.7846   -14.6535 
X20    11.3597   -9.6601   11.7323  -14.6535   51.1988 
X21    -1.3369   -9.0284  -13.2050    1.0170   -11.4387 
X22     0.7620   19.1948    4.7815  -21.2973  -18.1461 
X23   -17.7546   -1.1563   -5.9340    9.3478  -11.4516 
X24    -7.3140   -1.3124   -7.8948    0.8653    1.0128 
X25     0.9106   -3.9132   -7.8429   -3.0998   -7.4895 
  

 
Table II (e) 

Inverse matrix (column 21 to 25) 

Symbol Quantity 

X1 
    3.6855   -2.1331    0.0616    0.6672    2.1035 

X2     0.0373   -2.9195   -1.0138   -0.0845    4.1970 
X3    -2.0960    0.8359   -3.4103    2.9404   -1.3297 
X4    -3.7562   -1.2484   -0.1859    2.6693   -3.8078 
X5    -3.4075   -1.2757   -7.7510    3.7331   -2.1622 
X6     0.6946   -0.4602   -5.9442    7.2922   -2.0436 
X7     2.0337  -13.6672    0.4265   -3.3786   0.9199 
X8    -2.4446   15.8727    7.1110   -0.9470   -3.8739 
X9     1.6881  -15.8217  -12.0547  3.7284   7.8782 
X10    -5.7932   -0.4281    2.5388   -5.4216   -3.0618 
X11     0.2864    0.5744    5.4275   -7.1250    3.6517 
X12    -6.9346    3.4401   -7.1996    8.9436    2.7794 
X13    -2.3836    4.4683   13.1077   -8.6381  -14.2992 
X14    -3.8352   -5.4470    7.3988   -3.7160   -18.1909 
X15    -7.3721    1.7347    7.0967   -4.9122    -9.9771 
X16    -1.3369    0.7620  -17.7546   -7.3140    0.9106 

X17    -9.0284   19.1948   -1.1563   -1.3124    -3.9132 
X18   -13.2050    4.7815   -5.9340   -7.8948    -7.8429 
X19     1.0170  -21.2973    9.3478    0.8653     -3.0998 
X20   -11.4387  -18.1461  -11.4516  1.0128   -7.4895 
X21    33.7203   -7.1854   -1.0196    -6.1420   11.0374 
X22    -7.1854  102.8730  -12.0145  -13.2248  -1.2464 
X23    -1.0196  -12.0145   46.6472  -18.8422  -16.0161 
X24    -6.1420  -13.2248  -18.8422   75.0974    1.7818 
X25    11.0374   -1.2464  -16.0161    1.7818    62.1072 
  

 
Table III 
Results 

Stages corresponding 
to an orthodontic process. 

Hottelling’s 
statistic T2 

Statistic F 

Sample without 
treatment and application 
tooth paste. 

345.8153 9.5764 

Sample without 
treatment and application 
of etching acid. 

473.7985 13.1206 

Sample without 
treatment with application 
of ionomer cement.  

1170.2313 32.4064 

Sample with application 
of toothpaste and etching 
acid  

789.5596 21.8647 

Sample with application 
of toothpaste and ionomer 
cement 

1263.6704 34.9939 

Sample with application 
of etching acid with 
ionomer cement. 

1368.1251 37.886
5 
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The values obtained in each comparison show significantly 
large values which supply an indication of difference in the 
mean vectors in each one of the stages compared (Table III, 
column T2), then one can see in the last column of Table III 
that the values obtained by the statistic F (obtained by formula 
9) have a value greater than 1, which according to [2] is 
indicative that there is significance, that is, the mean vectors 
show differences. This can be corroborated if we create 
graphs of the mean vectors of each stage of the orthodontic 
process (Graphs 1, 2, 3, 4, 5, and 6) as is shown in Graph 7. 
Table IV shows the mean vectors of the samples in each stage 
of the orthodontic treatment. 
 
 

Table IV 
Mean vectors of the samples 

Mean 
vector 
Sample 
without 

treatment 

Mean 
vector 
Sample 

with 
applicatio

n of 
toothpaste 

Mean 
vector 
Sample 

with 
applicatio

n of 
etching acid 

Mean 
vector 
Sample 

with 
applicatio

n of 
adhesive  

1.8174 2.1079 2.1406 2.7324
1.9565 2.6738 2.2251 2.457
2.1259 2.2182 2.3227 2.625
1.9668 2.0986 2.4731 2.6494
2.0781 2.3471 2.6508 2.7895
2.1718 2.3794 2.582 2.7046
2.1426 2.3125 2.5361 2.6074 
2.205 2.4311 2.52 2.8012 
2.205 2.4458 2.3711 2.7822 

2.1933 2.4526 2.4882 2.3281 
2.2885 2.3842 2.6562 2.4174 
2.3794 2.4819 2.4301 2.4111 
2.209 2.5669 2.7314 2.5117 

2.2939 2.4682 2.6855 2.5424 
2.4204 2.5883 2.8173 2.5639 
2.4531 2.459 2.8515 2.7578 
2.5029 2.5771 2.7431 2.8066 
2.4863 2.5088 2.8134 2.5688 
2.6128 2.5713 2.9272 2.7763 
2.5171 2.4677 2.9565 2.8349 
2.4721 2.5146 2.9091 2.7241 
2.7182 2.6811 2.8925 2.7436 
2.5634 2.5395 2.9433 2.7924 
2.6362 2.7876 2.9155 2.8071 
2.5464 2.7246 3.0214 2.8686 
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Graph 1: Mean vectors of the samples without treatment and 

application of toothpaste. 
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Graph 2: Mean vectors of the samples without treatment 

and with application of etching acid. 
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Graph 3: Mean vectors of the samples without treatment and 
application of adhesive. 
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Graph 4: Mean vectors of the samples with application of 

toothpaste and etching acid 
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Graph 5: Mean vectors of the samples with application of 

toothpaste and adhesive. 
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Graph 6: Mean vectors of the samples with application of 
etching acid and adhesive 

 
 

Graph 7 shows a comparison of the 4 stages of an orthodontic 
treatment, where we can see the differences caused upon 
applying said process, graph 7, said difference shows that 
there is a loss of enamel in each stage. 
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Graph 7: Mean vector of the 4 stages of an orthodontic 

process. 

VI. CONCLUSION 
Comparing the data obtained in the middle third of the 
samples without treatment and application of toothpaste, 
without treatment and application of etching acid, without 
treatment and application of adhesive, with toothpaste and 
etching acid, with toothpaste and adhesive and finally that of 
application of etching acid with adhesive, in order to prove the 
hypothesis that the mean vectors are equal or not; that it, to 
show if there are physical changes in the application of each 
stage of orthodontic treatment, situation that would be proven 
if the hypothesis that the mean vectors are equal were rejected. 
The results shown The results shown in Table 1 allowed the 
hypothesis that the mean vectors are equal to be rejected, this 
makes it more evident as the stages for an orthodontic 
treatment are applied, all this together considering the 25 
variables belonging to the mentioned third. This was proved 
upon applying the significance test of T2 together with the F 
for multivariate data. The result of this work has the purpose 
of giving information to the orthodontist, given that it 
indicates that upon carrying out said treatment, physical 
changes are occurring in the surface of the tooth enamel using 
the technology developed in the laboratory.  
Up to this moment, only the loss of enamel in the treatment 
has been qualified and the quantification of the loss of enamel 
will continue to be worked on using the described technology. 
The results obtained are satisfactory and this technique will 
continue to be worked on for future analysis in different zones 
of the tooth. 
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