
 
Abstract— According to Gartner Report, Augmented Reality is a 

desirable next generation content technology that allows of inserting 
3D virtual objects into the real-world environment seen through the 
camera. It maximizes interest and flow experience with its interactive 
feature. In other words, it is a technology that can reduce the difference 
between the virtual world and the real world. Thus, one of important 
objectives of Augmented Reality is to enable users to have enhanced 
flow experience toward the augmented contents. However, generally 
virtual objects do not have physical properties, which results in 
reduced flow experience in simulation on virtual objects. Therefore, 
his research suggests a technology that gives users control over 
directions of moving objects in AR video.  
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I. INTRODUCTION 

As shown in Figure 1, Augmented Reality [1] is seen as a 
desirable next generation content technology according to 2010 
Gartner Report [2]. 

 

 
Fig. 1. emerging technologies hype cycle in 2010 Gartner report 
 
Augmented Reality (AR) is a technology by which a 3D 

virtual object is inserted into the real-world environment seen 
through the camera. With the interactive feature of Augmented 
Reality technology, interest and flow experience of users can be 
maximized. In short, it enhances flow experience by creating an 
environment where the gap between the virtual world and the 
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real world can be reduced.  
In general, however, because Augmented Reality augments 

virtual objects that do not have physical elements including 
gravity, mass, speed, friction and force, it hinders such flow 
experience. Thus, in this research, a geometric model of 
augmented contents was used for kinetics-based simulation in 
order to resolve problems with unnatural motion and to suggest 
a method for providing users with visually natural motion.  

For this research, a simulation system that allows the user to 
choose directions of a moving object was established. 

II. RELATED RESEARCHES 

A. Vector Operations  
In this research, Vector Operations were performed to 

control the size and the direction of an object and unit vector 
was used in the rotation axis of the object. Basic 3D Vector 
Operations are as following: 

 
i. Addition 
𝑝 + 𝑞 = �𝑥𝑝, 𝑦𝑝, 𝑧𝑝� + �𝑥𝑞 ,𝑦𝑞 , 𝑧𝑞�

= (𝑥𝑝 + 𝑥𝑞 , 𝑦𝑝 + 𝑦𝑞 , 𝑧𝑝 + 𝑧𝑞) (1) 

 
ii. Scalar multiplication 

𝑐 ⊗ 𝑝 = (𝑐𝑥𝑝, 𝑐𝑦𝑝, 𝑐𝑧𝑝) (2) 
 

iii. Dot product 
𝑝 ∙ 𝑞 = 𝑥𝑝𝑥𝑞 + 𝑦𝑝𝑦𝑞 + 𝑧𝑝𝑧𝑞 = |𝑝||𝑞| 𝑐𝑜𝑠 𝜃 (3) 

 
iv. Cross product 

𝑝 × 𝑞 = (𝑝𝑦𝑞𝑧 − 𝑝𝑧𝑞𝑦 ,𝑝𝑧𝑞𝑥 − 𝑝𝑥𝑞𝑧,𝑝𝑥𝑞𝑦 − 𝑝𝑦𝑞𝑥) (4) 
 
Subtraction and division are not defined as they are 

expressed as a combination, and for this research, dot products 
and cross products were used among the above basic arithmetic 
operations.   

As shown in Figure 2, using cross product properties [3], 
vector values that cross at right angles with two vectors can be 
yielded. Cross product properties can be used only as functional 
call. 
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Fig. 2. cross product 

 
In the 3D space, a face is created by 3 points or 3 vectors. 

With the cross product of two vectors, face-normal vector of the 
face can be calculated. As shown in the figure 2, vector 
op����⃗  oq����⃗ creates a face, the face-normal vector of this face opq is 
pⅹq. With values resulted from the dot product of this 
face-normal vector and the camera-vector, screen display shall 
be determined. In the cross product, it is important to note that 
the direction of vectors generated according to the order of 
operations is opposite[5]. 

The dot products are generally important values to determine 
if the angle between two vectors is over 90 degrees. As per the 
cos graph, cos has positive values only when it falls between 0 
and 90 degrees and 270 and 360 degrees. Using this nature, the 
dot product of the eye-vector that is equivalent to the human 
eye and the face-normal vector that crosses at right angles with 
a face of an object can be calculated.  The calculated values 
shall be used for backface-culling in which only positive values 
are displayed on the screen[6]. 

In particular, the dot product is used throughout the 3D 
graphic. It is most commonly used for coordinate 
transformation and illumination calculation. With only the dot 
product of the face-normal vector of a light source and that of a 
mesh surface, a plausible lighting can be created. Figure 3 
briefly demonstrates the Lambertian Lighting Model[7]. 

 

 
Fig. 3. dot product of lambertian lighting model 

B. Quaternion 
Quaternion [8] is the four-dimensional complex space vector 

and can be exhibited as (5) or (6). 
 
𝑞 =< 𝑥, 𝑦, 𝑧,𝑤 >= 𝑥𝑖 + 𝑦𝑗 + 𝑧𝑘 + 𝑤 (5) 

 
𝑞 = 𝑠 + 𝑣 (𝑠 = 𝑤, 𝑣 =< 𝑥, 𝑦, 𝑧 >) (6) 

 
Quaternion has a close relationship with the rotation of a 

vector. The rotation at θ against the axis A can be exhibited 
as𝑞 = 𝑐𝑜𝑠 𝜃

2
+ 𝐴 𝑠𝑖𝑛 𝜃

2
 in quaternion. To rotate the point P, 

qPq-1 

In this research, the finally obtained quaternion was 
converted into the matrix shown below in order to use for 
rotation in the actual program.  

shall be carried out. 

 
𝑅𝑞

=

⎣
⎢
⎢
⎡ 1 − 2𝑦2 2𝑥𝑦 − 2𝑤𝑧 2𝑥𝑧 + 2𝑤𝑦 0
2𝑥𝑦 + 2𝑤𝑧 1 − 2𝑥2 − 2𝑧2 2𝑦𝑧 − 2𝑤𝑥 0
2𝑥𝑧 − 2𝑤𝑦 2𝑦𝑧 + 2𝑤𝑥 1 − 2𝑥2 − 2𝑦2 0

0 0 0 1⎦
⎥
⎥
⎤
 (7) 

 
Furthermore, in this research, in order to enhance 

realizability, linear interpolation was used to obtain values from 
a linear equation considering two values of moving objects as 
points[10]. The linear equation 𝑞(𝑡) = (1 − 𝑡)𝑞1 + 𝑡𝑞2  in 
Figure 4 is a straight line that connects between point q1 and q2 
when t value changes from 0 to 1. 

 

INTERNATIONAL JOURNAL OF MATHEMATICS AND COMPUTERS IN SIMULATION

Issue 2, Volume 5, 2011 145



 
Fig. 4. 2D plane geometric graph of linear interpolation 

 

 
Fig. 5. 3D space geometric graph of linear interpolation 

 
Quaternion space is a spherical space; therefore, using linear 

interpolation causes errors as following[11]. 
 

 
Fig. 6. error of linear interpolation 

 
Such errors shall be corrected by normalization and a 

formula is drawn as following. 
 

𝑞(𝑡) =
(1 − 𝑡)𝑞1 + 𝑡𝑞2
‖(1 − 𝑡)𝑞1 + 𝑡𝑞2‖

 (8) 

 
However, due to the nature of linear interpolation, errors of 

speed between a line and a sphere occur. In this research, 
spherical linear interpolation was used to resolve such problem 
[12], and the result is as following.  

 

𝑞(𝑡) =
𝑠𝑖𝑛 𝜃(1 − 𝑡)

𝑠𝑖𝑛 𝜃
𝑞1 +

𝑠𝑖𝑛 𝜃𝑡
𝑠𝑖𝑛 𝜃

𝑞2 

(𝑇ℎ𝑒𝑛,𝜃 = 𝑐𝑜𝑠−1(𝑞1 ∙ 𝑞2) 
 

(9) 

 
Fig. 7. quaternion space geometric figure of slerp 

 

C. World transform matrix 
World Transform Matrix [13] is a matrix that transforms a 

local coordinate system (or model coordinate system) into 
World Coordinates System which is a three-dimensional 
absolute coordinate system. This includes the transform matrix 
of movement, rotation and size. And even though there are 
crush transformers such as Twist or Shear, fundamentally a 
transform matrix extracted from 3D modeling tools and an 
animation matrix are combined into World transform matrix. 
The local coordinate system in Figure 8 is called a model 
coordinate system because it is a coordinate system used in 
modeling mesh [14]. 

 

INTERNATIONAL JOURNAL OF MATHEMATICS AND COMPUTERS IN SIMULATION

Issue 2, Volume 5, 2011 146



 
Fig. 8. local coordinate system 

 
Applying the above local coordinate system to World 

transform matrix makes a coordinate system as shown in Figure 
9. 

 
Fig. 9. world coordinate system 

 
Because all mesh has its own unique local coordinate system, 

TM (Transform Matrix) is required when transforming it into 
World transform matrix. TM values shall be extracted with 3D 
modeling tools. 

D. OpenGL 
To understand movement of an object, it is necessary to 

understand the object itself first. An object has unique position, 
speed and acceleration. Speed and acceleration as well as 
position of the object are exhibited with vectors. A vector has 
its size and direction, and the size of the speed vector is the 
speed value.  

OpenGL(Open Graphics Library) [15] is the graphics 
standard API specification for 2D and 3D graphics developed 
by Silicon Graphics Inc. in 1992 and supports a cross-language 

and cross-platform programming. With over 250 different 
function calls, this API can be used to draw from simple 
primitives to complex 3D scenes. [16] 

Functions that are most commonly used in this system are 
glclear(GL_COLOR_BUFFER_BIT) which empties the screen 
by clearing the color buffer, glMatrixmode(GL_PROJECTION) 
which uses 3D frustum matrix to express the visible area  after 
initializing the projection matrix and glLoadIdentity() and 
glFrustum() that are used to transform the object exhibited in a 
comparative space to the camera into the projection space. Also, 
by using glmatrixMode(GL_MODELVIEW), glLoadIdentity, 
and glTranslatef(), this system initializes the model view matrix 
into the unit matrix and defines transform from the coordinate 
system relative to model to the camera space. 

 

III. MOVING OBJECT DIRECTION CONTROL 

A. Rendering Pipeline Configuration 
Conceptual diagram of the Rendering Pipeline for the final 

outcome of this research is as following[17]. 
 

 
Fig. 10. rendering pipeline method 

 
The above conceptual diagram demonstrates the Rendering 

Pipeline in the course of change in vertices through matrix. 
Figure 11 demonstrates the final display process in which the 
final pixel is rendered on the screen through the vertex shader 
step and the pixel shader step in the actual DirectX. 
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Fig. 11. result output rendering pipeline 

 
The above figure demonstrates the process during which 

three-dimensional vertices is transformed into two-dimensional 
points after going through World, camera and projection matrix. 
At the point of time when projection is completed, viewpoint 
transform process is inserted, which is detailed in 3-B of this 
research. 

B. View Coordinate Configuration 
While World transform matrix is to transform the starting 

point of the local coordinate system into that of World, the 
function of the camera transform matrix is to create a new 
coordinate system based on the direction that the camera is 
toward with taking the viewpoint of the camera for the starting 
point. World transform matrix is transformed into this created 
coordinate system.    

Camera transform matrix consists of movement matrix and 
coordinate system transform matrix. Movement matrix is a 
reverse direction matrix of Camera viewpoint coordinate 
system; therefore, it only requires switching signs. 

If camera viewpoint coordinate is c = (0, 0, 1), the object 
located at (1, 1, 10) in the coordinate, direction vector of the 
camera, n = (1, 1, 11) , camera upward vector, (0,1,0)  and 

right side vector v = (0, 1, 0)ⅹn can be displayed as following.  
 

 
Fig. 12. before camera matrix applying 

 
Conceptual diagram of View Coordinate Configuration is as 

following: 
 
View coordinate system = World coordinate system ⅹ 

Moving matrix ⅹ Coordinate system transform matrix 
 

[𝑥′,𝑦′, 𝑧′, 1]

= [𝑧, 𝑦, 𝑧, 1]ⅹ �

1 0 0 0
0 1 0 0
0 0 1 0
−𝑐𝑥 −𝑐𝑦 −𝑐𝑧 1

�ⅹ �

𝑣𝑥 𝑢𝑥 𝑛𝑥 0
𝑣𝑦 𝑢𝑦 𝑛𝑦 0
𝑣𝑧 𝑢𝑧 𝑛𝑧 0
0 0 0 1

� (10) 

 
If p=coordinate of the target, c=coordinate of the camera and 

up is upward vector, the axis of the new camera, v, u, and n in 
the formula mentioned above is as following: 

 
𝑛 =  𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒(𝑝 − 𝑐) (11) 

 

𝑣 =  𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒(𝑢𝑝ⅹ𝑛) (12) 
 

𝑢 = 𝑛ⅹ𝑣 
 

(13) 

The following is the final Camera transform matrix values 
with application of associative laws. 

 
[x′, y′, z′, 1]

= [x, y, z, 1]ⅹ �

𝑣𝑥 𝑢𝑥 𝑛𝑥 0
𝑣𝑦 𝑢𝑦 𝑛𝑦 0
𝑣𝑧 𝑢𝑧 𝑛𝑧 0

−(𝑐 ∙ 𝑣) −(𝑐 ∙ 𝑢) −(𝑐 ∙ 𝑛) 1

� (14) 

 

C. Coordinate System Transformation 
In order to apply in this system, the coordinate system needs 

to be transformed into Perspective Projection Matrix. The 
purpose of perspective projection is to transform viewing 
frustum surrounded by radical plane and round plane into the 
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coordinate system of (−1,−1,0)~(1,1,1). 
 

 
Fig. 13. transform camera coordinate system to projection coordinate 

system 
 
In order to transform Camera coordinate system into 

Projection coordinate system, it is necessary to induce a 
random point of Camera coordinate system, 𝑃 = (𝑝𝑥 , 𝑝𝑦 , 𝑝𝑧) to 

be transformed into 𝑃′ = (𝑝′𝑥 , 𝑝′𝑦 , 𝑝′𝑧) of Project coordinate 
system. For this transformation, it is required to use a linear 
equation on the XZ plane as shown in the following figure. 

 

 
Fig. 14. the linear equation in the plane 

 
Equation of points that are required for projection of the 

point within viewing frustum of Camera coordinate system, 
𝑃 = (𝑝𝑥 , 𝑝𝑦 , 𝑝𝑧)  on the radical plane of Camera coordinate 
system can be obtained as following: 

 
OP linear equation is 

𝑧 =
𝑝𝑧
𝑝𝑥
𝑥 

 
and the linear equation on the radical XZ plane is 

𝑧 = 𝑛 
 
Therefore, the value of 

𝑥 =
𝑛𝑝𝑥
𝑝𝑧

 

can be calculated with these two equations.  
 
Likewise, the value of 

𝑦 =
𝑛𝑝𝑦
𝑝𝑧

 

can be obtained as following. 
 
Because the point of viewing frustum [18] satisfiesleft ≤

𝑥 ≤ 𝑟𝑖𝑔ℎ𝑡, 𝑏𝑜𝑡𝑡𝑜𝑚 ≤ 𝑦 ≤ 𝑡𝑜𝑝 , a simple function can be 
created to transform this value into a value between [-1, 1] as 
following. 

 

𝑥′ = (𝑥 − 𝑙)
2

𝑟 − 𝑙 − 1 (𝑇ℎ𝑒𝑛, 𝑙 = 𝑙𝑒𝑓𝑡, 𝑟 = 𝑟𝑖𝑔ℎ𝑡) (15) 

 

𝑦′ = (𝑦 − 𝑏)
2

𝑡 − 𝑏 − 1 (𝑇ℎ𝑒𝑛, 𝑏 = 𝑏𝑜𝑡𝑡𝑜𝑚, 𝑡 = 𝑡𝑜𝑝) (16) 

 
By combining the above formulas, results can be calculated 

as following: 
 

𝑥′ =
2𝑛
𝑟 − 𝑙

�
𝑝𝑥
𝑝𝑧
� − �

𝑟 + 𝑙
𝑟 − 𝑙

� (17) 
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𝑦 ′ =
2𝑛
𝑡 − 𝑏

�
𝑝𝑦
𝑝𝑧
� − �

𝑡 + 𝑏
𝑡 − 𝑏

� (18) 

 
z is 𝑛𝑒𝑎𝑟 ≤ 𝑧 ≤ 𝑓𝑎𝑟, but this value needs to be transformed 

into a value between [0, 1]. As the value of z is in denominator 
in the above formula, it is necessary to find term A and B that 
satisfy the following formula. 

 

𝑧′ =
𝐴
𝑧

+ 𝐵 (19) 

 
Because near is 0, it shall be substituted with𝑧 = 𝑛, 𝑧′ = 0  

while far shall be substituted with 𝑧 = 𝑓, 𝑧′ = 1 as it is 1. It 
flows as following.  

 

0 =
𝐴
𝑛 + 𝐵, 1 =

𝐴
𝑓 + 𝐵 (𝑇ℎ𝑒𝑛,𝑛 = 𝑛𝑒𝑎𝑟,𝑓 = 𝑓𝑎𝑟) (20) 

 
The above formula can be sorted as for A and B as following. 
 

𝐴 =
𝑓𝑛
𝑛 − 𝑓

 (21) 

 

𝐵 =
𝑓

𝑓 − 𝑛
 (22) 

 
z' shall be finally derived as following.  
 

𝑧′ = �
𝑓𝑛
𝑛 − 𝑓

� �
1
𝑝𝑧
� +

𝑓
𝑓 − 𝑛

 (23) 

 
The derived point p′ = (x′, y′, z′) shall be transformed into 

the point of Homogenous coordinate system, 𝑝′4 =
(𝑥′𝑝𝑧 ,𝑦′𝑝𝑧 , 𝑧′𝑝𝑧 , 𝑝𝑧) as following: 

 

𝑥′𝑝𝑧 = �
2𝑛
𝑟 − 𝑙

� 𝑝𝑥 − �
𝑟 + 𝑙
𝑟 − 𝑙

� 𝑝𝑧 (24) 

 

𝑦′𝑝𝑧 = �
2𝑛
𝑡 − 𝑏

� 𝑝𝑦 − �
𝑡 + 𝑏
𝑡 − 𝑏

� 𝑝𝑦 (25) 

 

𝑧′𝑝𝑧 =
−𝑓𝑛
𝑓 − 𝑛

− �
𝑓

𝑓 − 𝑛
� 𝑝𝑧 (26) 

 
To finally apply in the system, the above formulas can be 

demonstrated as matrix as following. 
 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

2𝑛
𝑟 − 𝑙

0 0 0

0
2𝑛
𝑡 − 𝑏

0 0

−
𝑟 + 𝑙
𝑟 − 𝑙

−
𝑡 + 𝑏
𝑡 − 𝑏

𝑓
𝑓 − 𝑛

1

0 0
−𝑓𝑛
𝑓 − 𝑛

0
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (27) 

 
Supposing 𝑟 − 𝑙 = 𝑤, 𝑡 − 𝑏 = ℎ, 𝑙 = −𝑟, 𝑏 = −𝑡 , the final 

perspective projection matrix is as following: 
 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
2𝑛
𝑤

0 0 0

0
2𝑛
ℎ

0 0

0 0
𝑓

𝑓 − 𝑛
1

0 0
−𝑓𝑛
𝑓 − 𝑛

0
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (28) 

 

D. Clipping and view-port matrix 
Clipping matrix and view-port matrix are applied in the 

perspective transformation to transform clipping and view-port. 
View-port matrix carries out mapping [−1,−1] ~ [1, 1] value 
to length and width of an actual window.  

In this thesis, after 640x480 size display window was 
configured and  values were substituted to matrix, the following 
formula was actually used as following. 

 
𝑀𝑐𝑙𝑖𝑝

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

2
𝑐𝑤

0 0 0

0
2
𝑐ℎ

0 0

0 0
1

𝑧𝑚𝑎𝑥 − 𝑧𝑚𝑖𝑛
0

−1 − 2
𝑐𝑥
𝑐𝑤

−1 − 2
𝑐𝑦
𝑐𝑤

−𝑧𝑚𝑖𝑛
𝑧𝑚𝑎𝑥 − 𝑧𝑚𝑖𝑛

1⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (29) 

 
𝑀𝑣𝑠

=  

⎣
⎢
⎢
⎢
⎢
⎡

𝑑𝑤𝑊𝑖𝑑𝑡ℎ

2
0 0 0

0 −
𝑑𝑤𝐻𝑒𝑖𝑔ℎ𝑡

2
0 0

0 0 𝑑𝑤𝑀𝑎𝑥𝑍 − 𝑑𝑤𝑀𝑖𝑛𝑍 0

𝑑𝑤𝑋 +
𝑑𝑤𝑊𝑖𝑑𝑡ℎ

2
𝑑𝑤𝑌 +

𝑑𝑤𝐻𝑒𝑖𝑔ℎ𝑡

2
𝑑𝑤𝑀𝑖𝑛𝑧 1⎦

⎥
⎥
⎥
⎥
⎤

 
(30) 

 

E. Library Configuration 
OpenGL provides a primitive geometric structure with 

relatively simple shapes including box, sphere, plane, ray and 
cylinder. But there is limit of shapes that can be created only by 
combining such geometric structures. Therefore, complicated 
shapes of geometric structure were expressed through the 
triangular mesh method in this thesis. These created virtual 
objects move and react in the augmented environment with 
properties of rigid bodies in the same way as actual. However, it 
requires caution to ensure the value of the initial position axis z 
of the rigid body is not negative such as 𝑟 = (𝑥,𝑦,−𝑧), because 
if it is negative, a collision with the surface occurs, which 
causes irregular simulation due to malfunction of the simulator. 
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IV. SIMULATION 

In this thesis, library was developed and the entire system 
was configured for physical simulation of Augmented Reality 
environment. To support this, different coordinate systems 
were accorded, transform matrix of marker was found, 
coordinate systems were re-configured, and designated 
coordinate axis was used to apply virtual objects.  

In this system, a process in which transform matrix is divided 
into position vector, rotation matrix and scale vector was 
specially configured. Moreover, a routine was established in 
which natural motion effects were realized by synchronizing 
separated values with Rendering Pipeline in real-time and such 
effects could interact with the system through visual feedback. 
By controlling over directions and acceleration, it was 
configured to allow users to have flow experience in the 
Augmented Reality system.  

Firstly, it is the augmented object direction control screen. 
Augmented objects can change directions (toward top, bottom, 
left and right) in a stable speed as the user appoint. 

 

 
Fig. 15. direction control 

 
Lastly, it is the object acceleration control screen. It was 

captured twice while moving specific distance for one second. 
It can be verified that acceleration was applied by comparing 
distance moved for the first half second with that for one 
second.  
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Fig. 16. acceleration applied 

V. CONCLUSION 

According to Gartner Report, Augmented Reality is a 
desirable next generation content technology that allows of 
inserting 3D virtual objects into the real-world environment 
seen through the camera. It maximizes interest and flow 
experience with its interactive feature. In other words, it is a 
technology that can reduce the difference between the virtual 
world and the real world. Thus, one of important objectives of 
Augmented Reality is to enable users to have enhanced flow 
experience toward the augmented contents. However, generally 
virtual objects do not have physical properties, which results in 
reduced flow experience in simulation on virtual objects. 
Therefore, his research suggests a technology that gives users 
control over directions of moving objects in AR video.  

Yet, because this thesis does not include research on flection, 
refraction, shadows and physical collisions which can make 
objects look more real, there is limit to have perfect flow 
experience.  

In the future, it is required to undertake researches on 
reflection, refraction, shadows and physical collisions in order 
to realize the Augmented Reality videos so that users can have 
enhanced flow experience. 
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