
 

 

  

Abstract — Having its origin in market basket analysis, the 

eploration of association rules represents one of the main applications 

of data mining. In this article we present a performance comparison 

between Apriori and FP-Growth algorithms in generating association 

rules. The two algorithms are implemented in Rapid Miner and the 

result obtain from the data processing are analyzed in SPSS. The 

database used in the development of processes contains a series of 

transactions belonging to an online shop. 

 

Keywords — Apriori, association rules, data mining, frequent 

item sets, FP-Growth, performance comparison.  

I. INTRODUCTION 

OPULARITY of association rules is based on an efficiet 

data processing by means of algorithms. Being given a set 

of transactions of the clients, the purpose of the association 

rules is to find correlations between the sold articles. Knowing 

the associations between the offered products and services, 

helps those who have to take decisions to implement 

successful marketing techniques. 

     By means of the RapidMiner application we design several 

processes which generate frequent item sets, on the basis of 

which were then generated association rules. This article 

includes two processes, the first uses the Apriori algorithm and 

the second one uses the two algorithms FP-Growth and Create 

Association Rules. 

Based on the obtained results and using the same work 

hypothesis and comparative statistical interpretations, we 

issued hypotheses referring to performance, precision and 

accuracy of the two processes created. 

   The article is organized as fallows: in section 2 we present 

data mining concept; in section 3 we present usefulness of 

association rule mining; in section 4 we present Apriori 

algorithm; in section 5 we present the FP-Growth algorithm; in 

sections 6 we present two process developed for generating 

association rules; in section 7 we present the statistical 

interpretation of results and in section 8 we present 

conclusions of the research. 

II. DATA MINNG 

Data mining is a strong and modern instrument of the 

information and communication technology, used to extract 

useful, however unknown information. The tool automates the 

discovery process of relations and combinations in raw data, 

the results being then able to be set in an automated support 

 
 

system for decisions. 

The data mining methods result from classical statistic 

calculations, from the administration of databases and from 

artificial intelligence. They do not replace traditional statistical 

methods, being more regarded as extensions of graphical and 

statistical techniques. The results of the data mining methods 

must be systematically subjected to human supervision 

because software applications lack human intuition to 

distinguish between relevant and irrelevant information.  

Data mining involves the application of techniques that 

transform data into information. At the same time data mining 

represents the critical interface between synthetic knowledge 

or machine generated patterns and semantically knowledge 

required by man for reasoning about the real world. 

Data mining is a new and rapidly growing field. It draws 

ideas and resources from multiple disciplines, including 

machine learning, statistics, database research, high 

performance computing and commerce. This explains the 

dynamic, multifaceted and rapidly evolving nature of the data 

mining discipline. While there is a broad consensus that the 

abstract goal of data mining is to discover new and useful 

information in databases this is where the consensus ends and 

the means of achieving this goal are as diverse as the 

communities contributing. The foundations of all data mining 

methods, however, are in mathematics. Any moderately sized 

treatment of data mining techniques necessarily has to be 

selective and maybe biased towards a particular approach. 

Despite this, we hope that the following discussion will 

provide useful information for readers wishing to get some 

understanding of ideas and challenges underlying a selection 

of data mining techniques. This selection includes some of the 

most widely used data mining problems like frequent item sets 

and association rule mining. 

Data mining techniques are used to find patterns, structure 

or regularities and singularities in large and growing data sets. 

A necessary property of algorithms which are capable of 

handling large and growing datasets is their scalability or 

linear complexity with respect to the data size. Scalability in 

the data mining literature means a time (and space) complexity 

which is proportional to the size of the data set, i.e., O(n) if n 

is the number of records of a data set. The proportionality 

“constant” may actually grow slightly as well and complexities 

like O(n log(n)) are usually also acceptable. 

Patterns in the database are described by relations between 

the attributes. In a sense, a relational database itself defines a 
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pattern. However, the size of the relations of the data base 

makes it impossible to use them directly for further predictions 

or decisions. On the other hand, these relations only provide 

information about the available observations and cannot be 

directly applied to future observations. Methods which are 

able to generalize their results to future observations are 

investigated in statistics and machine learning. 

The variables or attributes are mainly assumed to be either 

continuous or categorical. However, more general data types 

are frequently analyzed in data mining [4]. The techniques 

discussed here are not based on sampling and access every 

item in the full data set. However, this does not imply that 

sampling is unimportant in data mining, in fact, it is often the 

only way to deal with very large data sets. 

Most of the established companies have accumulated 

masses of data from their customers for decades. With the e-

commerce applications growing rapidly, the companies will 

have a significant amount of data in months not in years. Data 

Mining, also known as Knowledge Discovery in Databases 

(KDD), is to find trends, patterns, correlations, anomalies in 

these databases which can help us to make accurate future 

decisions. 

Data mining deals with the processing of large and complex 

data. Robust tools are required to recover weak signals. These 

tools require highly efficient algorithms which scale with data 

size and complexity. Association rule discovery is one of the 

most popular and successful tools in data mining. Efficient 

algorithms are available. The developments in association rule 

discovery combine concepts and insights from probability and 

combinatory. 

III. ASSOCIATION RULES 

Large amounts of data have been collected routinely in the 

course of day-to-day management in business, administration, 

banking, the delivery of social and health services, 

environmental protection, policing and in politics. This data is 

primarily used for accounting and management of the customer 

base. However, it is also one of the major assets to the owner 

as it contains a wealth of knowledge about the customers 

which can assist in the development of marketing strategies, 

political campaigns, policies and product quality control. Data 

mining techniques help process this data which is often huge, 

constantly growing and complex. The discovered patterns 

point to underlying mechanisms which help understand the 

customers and can give leads to better customer satisfaction 

and relations. 

While data mining had been studied since before 1988, it 

was the introduction of association rule mining in 1993 by 

Agrawal, Imielinski and Swami [1] and the publication in 1995 

of an efficient algorithm by Agrawal and Srikant [2] and, 

independently, by Mannila, Toivonen and Verkamo [9] which 

initiated a wealth of research and development activity. This 

research has been dealing with efficiency, applications, the 

interface with data access, and the relation with other concepts 

like prediction and has strengthened the young discipline and 

helped establish it as an important and exciting research area 

in computer science and data processing. 

An association rule is an implication or if-then-rule which is 

supported by data. The motivation given in [2] for the 

development of association rules is market basket analysis 

which deals with the contents of point-of-sale transactions of 

large retailers. A typical association rule resulting from such a 

study could be “90 percent of all customers who buy bread and 

butter also buy milk”. While such insights into customer 

behavior may also be obtained through customer surveys, the 

analysis of the transactional data has the advantage of being 

much cheaper and covering all current customers. The 

disadvantage compared to customer surveys is in the limitation 

of the given transactional data set. For example, point-of-sale 

data typically does not contain any information about personal 

interests, age and occupation of customers. 

Understanding the customer is core to business and 

ultimately may lead to higher profits through better customer 

relations, customer retention, better product placements, 

product development but also fraud detection. While 

originating from retail, association rule discovery has also 

been applied to other business data sets including: credit card 

transactions, telecommunication service purchases, banking 

services, insurance claims and medical patient histories. 

However, the usefulness of association rule mining is not 

limited to business applications. It has also been applied in 

genomics and text (web page) analysis. 

In these and many other areas, association rule mining has 

lead to new insights and new business opportunities. Of course 

the concept of a market basket needs to be generalized for 

these applications. For example, a market basket is replaced by 

the collection of medical services received by a patient during 

an episode of care, the subsequence of a sequence of amino 

acids of a protein or the set of words or concepts used in a web 

page. Thus when applying association rule mining to new 

areas one faces two core questions: 

• what are the “items” and 

• what are the “market baskets”. 

The answer of these questions is facilitated if one has an 

abstract mathematical notion of items and market baskets. 

The efficiency of the algorithms will depend on the 

particular characteristics of the data sets. An important feature 

of the retailer data sets is that they contain a very large number 

of items (tens of thousands) but every market basket typically 

contains only a small subset. 

Association rule discovery has originated in market basket 

analysis. Here the object is a market basket of items purchased 

by a customer. While many features may be of interest in 

market basket analysis, the main features studied are the types 

of items in the market basket.       

The market basket example is just one incidence where 

association rule discovery is used. In general, it is used 

whenever the objects are sets of items, and, more generally, a 

collection of properties of the objects, statements which are 

either true or false. 
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IV. APRIORI ALGORITHM 

The first algorithm to generate all frequent item sets and 

confident association rules was the AIS algorithm by Agrawal 

et al. [1], which was given together with the introduction of 

this mining problem. Shortly after that, the algorithm was 

improved and renamed Apriori by Agrawal et al., by 

exploiting the monotonicity property of the support of item 

sets and the confidence of association rules [2, 7].  

The items in transactions and item sets are kept sorted in 

their lexicographic order unless stated otherwise. The item set 

mining phase of the Apriori algorithm is given in listing 1. I 

use the notation X[i], to represent the i
th

 item in X. The k-

prefix of an item set X is the k-item set {X[1], . . . ,X[k]} [6]. 

 

Listing 1. Apriori algorithm – Item set mining 

Input: D, minsupp 

Output: F 

   C1={{i}|i∈I}; 

   k=1; 

   while Ck≠{} do{ 

      //Compute the supports of all  

      //candidate itemsets 

      forall transactions(tid,D)∈D 

         forall candidate itemsets X∈Ck 

             if ( X I⊆ ) 

                X.support++; 

      //Extract all frequent itemsets 

      Fk = {X|X.support ≥ minsupp} 

 //Generate new candidate itemsets       

forall X,Y ∈  Fk, X[i]=Y[i] for 1 ≤ i ≤ k-1,  

 and X[k}<Y[k]{ 

   { [ ]}I X Y k= ∪ ; 

    if ( , | | , kJ I J k J F∀ ⊂ = ∈ ) 

  Ck+1= Ck+1 ∪ I; 

  } 

k++; 

}  

 

The algorithm performs a breadth-first search through the 

search space of all item sets by iteratively generating candidate 

item sets Ck+1 of size k+1, starting with k = 0. An item set is a 

candidate if all of its subsets are known to be frequent. More 

specifically, C1 consists of all items in I, and at a certain level 

k, all item sets of size k+1 are generated. This is done in two 

steps. First, in the join step, Fk is joined with itself. The union 

X Y∪ of item sets X,Y ∈Fk is generated if they have the 

same (k−1) - prefix. In the prune step, X Y∪ is only inserted 

into Ck+1 if all of its k-subsets occur in Fk. 

To count the supports of all candidate k-item sets, the 

database, which retains on secondary storage in the horizontal 

database layout, is scanned one transaction at a time, and the 

supports of all candidate item sets that are included in that 

transaction are incremented. All item sets that turn out to be 

frequent are inserted into Fk. 

If the number of candidate (k +1) - item sets is too large to 

retain into main memory, the candidate generation procedure 

stops and the supports of all generated candidates is computed 

as if nothing happened. But then, in the next iteration, instead 

of generating candidate item sets of size k +2, the remainder of 

all candidate (k+1) - item sets is generated and counted 

repeatedly until all frequent item sets of size k + 1 are 

generated. 

V. FP-GROWTH ALGORITHM 

In order to store the data base in the primary storage and to 

calculate the support of all generated sets of articles, the 

FP/Growth algorithm uses a combination between the 

horizontal model and the vertical model of a database. Instead 

of saving the boundaries of each element from the database, 

the transactions of the database are saved in tree structure and 

each article has a pointer attached towards all transactions 

containing it. This new data structure, named FP-Tree was 

created by Han et al. [4].  

The FP Growth algorithm is presented in listing 2. 

 

Listing 2. FP-growth algorithm 

Input: D, minsupp, J ⊆ I 

Output: F[J] 

   F[J]={}; 

   forall i I∈  occurring in D { 

       F[J]=F[J] ∪ {J ∪ {i}}; 

       //Create D
i
;  

       D
i
={}; 

       H={}; 

       forall j I∈  occurring in D such that j>I   

             if (support(J ∪ {i,j})≥minsupp) 

                 H=H ∪ {j};   

       forall (tid,X)∈D with i∈X 

             D
i
= D

i
 ∪ {(tid,X ∩  H)};   

        //Depth-first recursion 

        Compute F[J ∪ {i}]; 

        F[J]=F[J] ∪ F[J ∪ {i}]; 

   } 

 

In the first step, the root of the tree is created and is labelled 

with „null”. For each transaction from the database, the articles 

are processed in reverse order. Each node from the structure 

will further contain a counter which saves the number of  

transactions that have to deal with to that node. More 

precisely, if we consider that a branch must be added for a 

transaction, the counter of each node along the common prefix 

will be labelled with 1 and the node related to the articles from 

the transaction which follows the prefix are created and linked 

accordingly. Additionally, a table head is created for that 

article, so that each article points towards its appearances in 

the tree by means of several links. Each article from this table 

head will memorize the support of the article, too. The 

transactions are saved in the FP-tree structure in reverse order 

because the aim is to have a rather small tree size, the most 
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frequent articles within the transactions being saved as close as 

possible to the root. 

VI. DEVELOPING A SERIES OF PROCESSES FOR GENERATING 

ASSOCIATIONS 

The first process uses the Apriori algorithm to determine the 

frequent sets and to generate association rules based on the 

frequent sets discovered. The process is presented in fig. 1 [7]. 

 

 
Fig. 1. Generating association rules by using 

the W-Apriori algorithm 

 

The second process uses the FP-Growth algorithm to 

determine the frequent item sets and the Create Association 

Rules algorithm to generate association rules based on the 

frequent item sets discovered. The same data set was used as 

in the process presented in figure 1, namely the same values 

for minimum support and confidence. The process is presented 

in fig. 2 [7]. 

 

 
Fig. 2. Generating association rules using the FP-Growth and 

the Association Rules algorithms 
 

The frequent sets were generated by means of the 

FPGrowth algorithm. This algorithm calculates all frequent 

item sets, building a FP-Tree structure from a database of 

transactions. The FP-Tree structure is a very compressed copy 

of data which are stored in the memory. All frequent sets of 

articles are obtained from this structure. 

A major advantage of the algorithm FP Growth compared 

to others of the same type is the fact that it uses only two scans 

of the data and it can be applied to larger data sets. The 

frequent sets of articles are searched for positive entries from 

the data base. The entry data set must contain only bionominal 

attributes. If the data contains other types of attributes 

preprocessing operators must be used to transform the data set. 

The necessary operators are the transformation operators 

which change the type of values from numerical attributes into 

nominal attributes and then from nominal attributes into 

binominal attributes. 

The association rules were generated by means of the 

CreateAssociationRules operator. 

The rule trust degree was used as generation degree. In 

RapidMiner the process of exploitation of frequent sets is 

divided into two parts, first are generated all frequent sets of 

articles after which are generated the association rules from the 

frequent sets. 

VII. STATISTICAL INTERPRETATION FOR COMPARING RESULTS 

By means of statistical interpretations, were compared the 

results of the two generation processes of the association rules 

set previously developed, using the same entry data set and the 

same parameter values. 
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Fig.3 The average of the processed results 

 

For data processing, the minimum support (min_support) 

took the values of 0.1 first and next of 0.15, respectively of 

0.2, and the confidence in the generated rules 

(min_confidence) took values from the set (0.1, 1.0). Based on 

all these premises was determined the number of associations 
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resulted on each of the two processes built.  

After the execution of the process developed through the 

FPGrowth and CreateAssociationRules algorithms, no matter 

of the variables min_support and min_confidence, were 

obtained more frequent sets than after the execution of the 

Apriori algorithm. The graphs in fig. 3 represent the average of 

results of these algorithms in the case of different values of the 

variables min_support and min_confidence.  

In fig. 3 the medium values are much higher at using the 

FPGrowth / CreateAssociationRules algorithms than at using 

the Apriori algorithm. 

 

A. Distribution of values for the three values of the 

variable min_support 

The statistical modeling requires checking for the state of 

normality of the used variables, this state being very important 

for the process of statistical inference. Thus, before performing 

the inference process, it is very important to determine whether 

the observed sample belongs to a normally distributed 

population, or not. 

“One Sample Kolmogorov-Smirnov Test” is a formal 

method used to determine the distribution type of a variable 

(normal, uniform, exponential). Null hypothesis H0 means 

„variable distribution is normal”  and alternative hypothesis 

H1, „variable distribution differs from normal distribution”. 

For each of the three values of the variable min_support one 

can observe a normal distribution of the values FPGrowth / 

CreateAssociationRules (p>0.05) and a normal distribution of 

the values Apriori for min_support = 0.1. The distribution 

differs from the normal one in the case of the Apriori values 

where min_support=0.15 or min_support=0.2. 

The result of this test is interpreted according to the value 

„Asymp”. Sig (2-tailed)” thus: 

• if this value is smaller than 0.1, the test is 90% reliable, 

i.e. the null hypothesis can be rejected at a trust level of 

90% (this means that the distribution of the variable 

differs significantly from the normal distribution); 

• if this value is smaller than 0.05, the test is 95% 

reliable, i.e. the null hypothesis can be rejected at a 

trust level of 95% (this means that the distribution of 

the variable differs significantly from the normal 

distribution). This is the standard criterion; 

• if this value is smaller than 0.01, the test is 99% 

reliable, i.e. the null hypothesis can be rejected at a 

trust level of 99% (this means that the distribution of 

the variable differs significantly from the normal 

distribution). 

 

 

 

 
Fig. 4: One Sample Kolmogorov-Smirnov Test for the  

values min_support 

 

If the value “Asymp. Sig (2-tailed)” is higher than 0.05, null 

hypothesis is admitted, considering that the variable 

distribution is normal.  
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Fig. 5: The histogram for the results of the process using the 

FPG / AR technique for the min_support values 
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Fig. 6: The histogram for the results of the Apriori technique 

for the min_support values. 

 

Before effectively applying this test we represented the 

histogram graph in the fig. 5 and 6 for the results of the two 

techniques applied in the construction of processes for the 

three different values of the variable min_support.   

 

B. Comparison of the medium values of 

FPGrowth/CreateAssociationRules 

 “Anova Test” is a procedure applied to the independent 

samples (more than two samples with normal distribution) to 

verify if the average of several groups is equal. 

It is considered null hypothesis H0: “there are no significant 

differences among the averages of the groups” and alternative 

hypothesis H1: “there is significant difference among the 

averages of the groups”.  

The results of this test are presented in two tables (fig. 7.a.). 

The first table presents descriptive statistical elements of the 

variable for the two groups: 

• number of cases; 

• averages; 

• standard deviations; 

• standard average error. 

     The test results are interpreted according to the probability 

value “Sig”, from the second table: 

• if a value is smaller than 0.05, the test is 95% 

reliable, this means the null hypothesis can be 

rejected at a trust level of 95% (the difference 

between the average of the two groups is statistically 

significant); 

• if a value is higher than 0.05, the null hypothesis is 

admitted: the difference between the averages of the 

two groups is not statistically significant. 

 

 
 

Fig. 7.a.: Anova test results 
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Fig. 7.b.: Anova test representation 

 

In this situation one can observe a significant difference 

among the averages of the values FPGrowth / 

CreateAssociationRules considering the three values of the 

variable min_support (p<0.05) (fig. 7.b.). 

 

C. Comparison of the medium values of the Apriori 

technique 

If there are more than two independent samples, which do 

not have a normal distribution, the “Kruskal-Wallis” test will 

be used, the test results being interpreted according to the 

probability value “Sig”, like the Anova test (fig. 8.a.). 

 

 
Fig. 8.a.: Kruskal-Wallis test results 
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Fig. 8.b.: Kruskal-Wallis test representation 

 

Here too, one can observe a significant difference among 

the average values resulted from the Apriori technique, 

regarding the three values of the min_support (p<0.05) 

variable (fig. 8.b.). 

 

D. Correlations between the result values of the processes 

generated through the FPGrowth/ CreateAssociationRules 

technique  and the Apriori technique 

Interpreting the graph in fig. 9 one can observe a significant 

correlation between the FPGrowth / CreateAssociationRules 

values and the Apriori values, i.e, when the Apriori values rise, 

the FPGrowth / CreateAssociationRules values (p<0.05) 

increase as well. 
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Fig. 9: Correlations between FPGrowth / 

CreateAssociationRules and Apriori values 

 

After applying the regression analysis, this relation will take 

the form of: 

      

 FPGrowth / CAR = 39.334 * Apriori + 108.991       (1) 

 

The definite relation in (1) indicates the fact that we can 

preview the result of the FPGrowth / CreateAssociationRules 

(CAR) algorithm if we know the result of the Apriori 

algorithm. More precisely, if the result value of the analysis is 

50 for the Apriori algorithm, the result of the 

FPGrowth/CreateAssociationRules technique can be 

calculated according to the formula given below: 

              

 FPGrowth / CAR = 39.334 * 50 + 108.991       (2) 

 

A significant correlation between the values 

FPGrowth/CreateAssociationRules and the Apriori values 

exists also in the case of the three values of the variable 

min_support, with the observation that together with the rising 

of the values of the variable min_support the correlation 

becomes weaker. 
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Fig 10: Correlations between the result values on the two 

processes for the minimum support 0.1 

 

In the above situation, the equation of the regression line is 

following: 

       

  FPGrowth / CAR = 31.007 * Apriori + 289.004       (3) 

VIII. CONCLUSION 

The association rules play a major role in many data mining 

applications, trying to find interesting patterns in data bases. In 

order to obtain these association rules the frequent sets of 

articles must be previously generated. The most common 

algorithms which are used for this type of actions are the 

Apriori (which generate both frequent sets and association 

rules) and the FP-Growth / Create Association Rules (FP-

Growth generates frequent sets of articles, which are then used 

by Create Association Rules to generate association rules).  
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Although the Apriori algorithm processes data in a different 

manner from the algorithms FPGrowth and Create Association 

Rules, eliminating the sets of articles which are not frequent 

(with a minimum support smaller than the minimum support 

specified), there is a significant correlation (p<0.05) between 

the results of the generated processes through the respective 

algorithms, made evident through the regression line, in the 

case support independent, respectively through the regression 

lines, in the case of the three variants of the min_support 

values. 
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