
 
 
Abstract1

I.  INTRODUCTION 

—The paper highlights the problem of mathematical 
modelling of the manufacturing centre. The case which is 
thoroughly analysed in the paper is based on the production centre 
consisting of machines which carry out dedicated operations on 
defined objects. A logistic modelling problem of the production 
centre is described in detail. The goal is formulated in the criterion 
form and means the need to minimize the order making time. 
Heuristic optimisation plays the vital role aiming at finding the 
optimal solution to the specified task. The method shown hereby 
emphasises the state of the decision process, the value of the state, 
functions of generating states and heuristic algorithms for 
generating trajectories of states. Heuristic algorithms are 
introduced: the heuristic of preference of machines, the heuristic of 
preference of objects and the evolutional heuristic. The way of 
mathematical modelling presented in the paper forms the basis for 
building a computer simulator of the manufacturing logistic 
system.  

 
Keywords—logistic centre, optimization, lean company, 

modelling, simulation software, heuristic algorithms, decision 
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ROWING competition, the aftermath of the economic 
crisis, growing saturation of the market, growing 

expectations and demands of customers, etc., lead to a need 
to change approaches towards managing and organisation of 
all types of companies. As an example shown in [14], not 
relatively long ago it was a common practice to realise 
supplies to not so geographically remote localities. 
Moreover, only local competitors were faced and local 
problems solved. Today it is possible and, we should admit, 
it is necessary to manage long distance deliveries and face 
global competition. Market opportunities emerge much 
faster than in the not so distant past. It is necessary to 
identify them properly at the right time and make use of 
them. One of the accepted ways to secure the development 
of the company are innovation activities which must be 
implemented within all other business activities. If we take 
into account the model of the general company oriented 
towards manufacturing and selling ready products (the so-
called commercial-manufacturing centre), we can then deal 
with optimization of its processes oriented towards 
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commercial activities (acquisition of new charge materials 
and selling ready products) and manufacturing procedures. 
Manufacturing processes are the key issue in commercial-
manufacturing centres. On the other hand, optimization of 
manufacturing logistics as a complex of all direct and 
indirect activities plays a more and more important role in 
its relation with manufactured goods, charges, implemented 
technologies and production organisation [8]. 
Manufacturing costs are usually a decisive part of all costs 
in more cases and this leads to the conclusion that analysing 
these problems intensively is unavoidable for most 
manufacturing companies. Commercial-manufacturing 
centres can be realised as manufacturing branches of the 
main company in different and geographically remote 
localities. The general scheme of managing such a centre is 
shown in Fig. 1. 
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Fig. 1 the scheme of the general commercial-manufacturing centre 

Source: adapted from [23] 
 

These centres usually emerge in the so-called industrial 
zones and, from the point of their organisation, they can be 
based on the lean company concept and lean manufacturing. 

Information Modelling of the Manufacturing Centre 
with the Use of the Heuristic Algorithms 

Petr Suchánek, Robert Bucki, Franciszek Marecki and Eva Litavcová 

G 

INTERNATIONAL JOURNAL OF MATHEMATICS AND COMPUTERS IN SIMULATION Volume 8, 2014

ISSN: 1998-0159 60



The paper focuses on presenting the main rules and 
principles used for realisation commercial-manufacturing 
centres as a trend of today’s and tomorrow’s times and its 
direct relation with the logistic concept of the lean company 
respectively lean manufacturing. To optimize lean 
manufacturing of any commercial-manufacturing centre it is 
possible to implement a wide range of dedicated methods 
and devices, which are also emphasised in the paper. As 
a practical case, the paper highlights the logistic modelling 
problem of the production centre consisting of machines 
which carry out dedicated operations on defined objects. 
Additionally, three heuristic algorithms illustrating the 
possible control of the proposed system are described in 
detail. Consequently, they form the basis for creating 
a computer simulator of the discussed logistic system.  

II. LEAN COMPANY AND LEAN PRODUCTION 
Lean company and lean production do not represent any 

specified method of manufacturing but rather managerial 
philosophy. As known, it concerns the methodological 
approach developed by Toyota after World War II as Toyota 
Production System (TPS). At present, it has been proven 
a lot of times that introducing lean manufacturing results in 
real conveniences. The examples of companies which 
successfully introduced the lean manufacturing concept are 
Škoda auto, a.s., Gates Hydraulics s.r.o., Hyundai, Shimano 
and many others. Lean manufacturing focuses on typical 
orientation towards customers and process management, 
elimination of losses, securing the fluent manufacturing 
process and material flow as well as information dedicated 
for manufacturing and its management. It also makes use of 
the move principle and the constant process of development 
[28], [17]. We can generalise the above taking into account 
that the basic foundation for implementation of the lean 
company model and especially lean manufacturing is the 
proper identification of all ways of creating losses. 
However, this does not concern only material losses but also 
time and human potential losses, etc. The ways of creating 
losses and their causes are presented in Tab. 1.  

Tab. 1 waste - its causes, symptoms and consequences 
The type of loss Typical causes, symptoms and effects 

Waiting 

Waiting for material, semi-products, 
machine defects, waiting for 
examination, waiting for quality control 
inspection, waiting for the subsequent 
task 

Excessive state of 
material  

Wrong planning, low quality, lack of 
transparency, hiding problems 

Excessive transport 
and manipulation 

Wrong layout of the company, wrong 
material disposition, inter-operation 
stores 

Manufacturing wrong 
parts  

Extra wages, material and energy, 
usage, extra control inspection, place 
for repairs 

Overproduction Wrong planning, economic losses, lack 
of transparency, hiding problems 

Unnecessary 
processes 

Unnecessary operations, wrong 
construction, over-manipulating, 
unnecessary machine work 

Excessive moves  Badly organised work place, badly 
planned processes, wrong layout 

Unused human Labour force is the most important and 

potential costly source, the above kinds of losses 
lead to losses in human potential  

Source: adapted from [24] 
 
We come to the conclusion on the basis of the above that 

the main goal of the lean company and manufacturing is to 
increase quality, decrease costs and shorten the production 
cycle. The growing level of the quality of the production 
process means decreasing the number of errors, repairs and 
discards. The use of company’s sources is lower then and it 
results in lower total costs of manufacturing. The production 
process begins with human resources, installations and input 
materials and finishes in the form of ready products. The 
productivity grows if we can generate more products at the 
end of the manufacturing process from the same amount of 
input materials or if less charge material is required to 
produce the same number of ready products. The 
manufacturing cycle is the time which passes between 
accepting input materials in the company and receiving the 
payment for ready products manufactured from these input 
materials. Shortening this interval means the ability to 
manufacture more products at the same time, shorter return 
on investments and faster reaction to customers‘ needs. 

III. RECENT METHODS OF PRODUCTION PROCESSES 
OPTIMIZATION 

Confirm as emphasised in Part 1, it is possible to say that 
each manufacturing process ought to result in the products 
which meet the quality requirements. Even the big output 
should not influence the quality. Customers want the 
cheapest possible products, however, the producer wants the 
highest profit at the optimal production costs with no losses 
if possible. Optimization is understood as a broad spectrum 
of various manufacturing factors which form one consistent 
body. If it is properly implemented, the maximal effectivity 
is achieved and treated as optimization which is perceived 
differently depending on the production branch, public 
philosophy or market environment. To achieve the 
demanded level of optimization, it is necessary to put a lot 
of attention to fulfilling the goals such as liquidate defects 
and losses within the manufacturing process, predict defects 
and deviations, keep the continuity of the manufacturing 
process, decrease the percentage of waste material, find the 
origins of problems and implement the right means to avoid 
them, optimize production costs and decrease losses, 
optimize the use of human potential, shorten the production 
line, reduce manufacturing and storing spaces and spaces 
devoted to administering activities, reduce the excessive 
state of stores and increase the knowledge base. 
Optimization of manufacturing processes must also be 
understood as a part of complex system optimization of 
management and logistics in relation with the scheme in Fig. 
1. In accordance with today’s understanding of commercial-
manufacturing centres it is also necessary to optimize 
commercial processes which are realised in e-business and 
e-commerce environment and which also require new 
approaches and offers new opportunities to meet customers‘ 
needs [6]. 

At present, it is known that the complex logistics system 
is the key for the enterprise to utilise sufficiently all 
production capacity, to reduce the cost, to increase the 
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effectiveness and improve the competitive capacity of 
product in the market [27]. Optimization uses a wide range 
of methods and approaches. The basic assumption requires 
creating adequate models [5] with the use for example 
process oriented approach [19], [25], value oriented 
approach [20], [26] multi-agent approach [29], [4], [12], 
discrete or continuous Petri-nets approach [15], fuzzy-multi 
objective approach [7] or heuristic algorithms which are 
responsible for meeting the set criterion [3], business 
intelligence tools [22], genetic algorithms [13], [18], and 
other mathematical and special approaches presented, for 
example, in [10], [9], [11]. In many cases it is advisable and 
very effective to use combination of different methods and 
approaches. The reason is quite simple. The general logistics 
system is usually too complex to be modelled 
mathematically, or the models are overly computation 
intensive to be applied in real-time environment. As an 
example of a combination of methods can be presented an 
application of genetic algorithm for logistics based on multi-
agent system which is described in detail in [21]. In this 
context, it is clear that the use of genetic algorithms is 
becoming more common. 

Models and their mathematical interpretation form the 
basis for potential simulation procedures which become a 
very effective tool for optimization of a wide range of 
manufacturing, commercial and other systems. One of the 
most advanced and, at the same time, the least appearing 
management methods in information systems is the concept 
of permanent simulation and optimization of the 
manufacturing system (Fig. 2). 
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Fig. 2 integration of simulation into the management system 

Source: adapted from [23] 
 
The control system with implementation of the permanent 

simulation layer can be used for planning and time-scaling 
production, monitoring, evidencing and dispatcher’s 
decision making. Dynamic planning of the manufacturing 
process enables direct control of the flow of materials 

throughout the manufacturing process with minimum 
expectations for collecting data. 

Then, the information system delivers data concerning the 
current state and conflict spots in the manufacturing system, 
informs about delays and their aftermath of realising the 
production plan. Moreover, it secures manufacturing 
automatically with necessary input data and capacities at the 
optional time interval. It is also possible to control and 
follow input, output and inter-operation activities, react to 
changes within and in the close neighbourhood of the 
manufacturing process and, finally, solve the machine and 
space organisation of all resources used during the 
manufacturing process. Apart from detailed planning and 
following the flow of material during the production 
process, it also delivers the necessary cost and economic 
evaluation with the direct feedback on accountancy 
operations and not completed manufacturing and moves of 
resources. Some chosen measurable and general effects of 
the control system with integrated permanent simulation are 
presented in Tab. 2. 

 
Tab. 2 measurable and other benefits of continuous simulation 

system 
Measurable benefits Other benefits 

Increasing productivity Specification of empty or 
missing capacities  

Increasing production 
capacities and other processes  

Better planning of human 
resources 

Decreasing wage costs Better work organisation 
Decreasing state of resources 
and work in progress Increasing work safety 

Decreasing storing areas Higher work transparency 
Saving normative work hours 
and their costs Decreasing re-work 

Decreasing inadequate  
production and excessive 
work 

Securing the right move, the 
right supplies at the right time, 
at the right amount 

Increasing the use of 
machines, decreasing the time 
for adjusting 

Higher manufacturing 
flexibility  

Source: own 
 
The foundation for realisation of the dedicated simulation 

process is creating software products which are in most 
cases created for specific purposes of a certain company, in 
our case it is the commercial-manufacturing centre. 
Simulation software must be built in the way which meets 
the principles of the architecture of management and 
organizational activities to be simulated. These simulators 
enable us to use a wide range of mathematical approaches 
presented above. The software simulators can be used in 
different areas. One of the practical examples can be found, 
for example, in [16]. In this paper a practical case can be 
illustrated by the use of heuristic algorithms.  

IV. HEURISTIC OPTIMIZATION 
The principal advantages of heuristic algorithms are that 

such algorithms are often conceptually simpler and almost 
always much cheaper computationally than optimal 
algorithms. Heuristic optimisation algorithms are artificial 
intelligence search methods that can be used to find the 
optimal decisions for designing or managing a wide range of 
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complex systems. As shown in [1], a heuristic is a method 
that ‘on the basis of experience or judgement seems likely to 
yield a good solution to the problem but cannot be 
guaranteed to produce an optimum’. Although over the 
years there have been some advances in exact optimization, 
heuristics continue to be very popular in the operational 
research community and logistics for a number of reasons: 
• The computational complexity of many problems means 

that optimal solutions are unlikely to be found in 
reasonable time in larger instances. 

• Problems may be ill-defined or data imprecise, so that an 
optimal solution based on estimated data will almost 
certainly not be optimal for the actual data. In such 
a situation it is preferable to obtain a robust solution that 
will be near-optimal over most scenarios. 

• The user may require several different solutions to make 
the final choice, particularly in situations where there are 
several criteria needed to be balanced using human 
judgement rather than technical measures.  

V. LOGISTIC MODELLING PROBLEM OF THE PRODUCTION 
CENTRE 

Let us assume that the production centre consisting of M 
machines is given: Am, m = 1,…,M . There are N objects 
which are to be manufactured in this centre: Pn, n = 1,…,N. 
Each object requires one operation which is carried out in 
each machine. The times of performing each operation in 
the m-th machine for the n-th object are given as cm,n. The 
order of performing an operation for the n-th object and a 
machine in which this operation is to be carried out are 
optional. The problem consists of determining the timescale 
of operations which lets us produce all objects in the 
shortest possible time. 

Let tm,n be the moment of completing the service 
operation of the n-th object in the m-th machine. Moreover, 
let us mark the work timescale of the m-th machine as Hm, m 
= 1,…,M. The timescale Hm determines the moment of 
completing servicing of all objects in the m-th machine. 
Such a timescale takes the following form (1): 

 
 Hm = 〈t1,m; tn,m; tN,m 〉 (1) 
 

Analogously, it is possible to determine the service 
timescale Hn, n = 1,…,N for servicing the n-th object in all 
machines. Such a timescale takes the following form (2): 

 
 Hn = 〈tn,1; tn,m; tn,M 〉 (2) 
 

To solve the discussed problem it is necessary to 
determine M . N moments tm,n. The optimization criterion for 
the timescale of servicing objects in the production centre 
takes the following form (3): 

minmaxmax ,
11

→=
≤≤≤≤

nm
NnMm

tQ  (3) 

The problem formulated above can be solved by means of 
the multi-stage programming method [2]. This method 
requires defining: 

i. the state of the decision process; 
ii. the value of the state; 

iii. functions of generating states; 
iv. heuristic algorithms for generating trajectories of 

states. 
The definitions are given adequately below: 

A. Definition 1: The state of the decision process 
The state of the decision process is the matrix X with M 

columns and N rows. The columns represent machines and 
the rows represent objects (4): 

 
 [ ]nmxX ,= , Mm ,...,1= , Mm ,...,1=  (4) 
 

The elements of the above matrix are defined as follows: 
 

nmnm tx ,, =  if the n-th object was serviced in the m-th 
machine, 

0, =nmx  otherwise. 
 

The initial state (of stage 0) X0 is shown by the matrix in 
which the elements equal zero. The allowable final state XE, 
E = M . N is a matrix where all elements have a value above 
zero. The final state is not known and must be determined 
by means of multi-stage programming. 

B. Definition 2: The value of the state 

The value of the state is the scalar V which is determined 
on the basis of the following formula (5): 

 
 nmNnMm

xV ,11
maxmax

≤≤≤≤
=  (5) 

 
The value V0 of the initial state V0 equals zero, however, 

the value of the final state XE is the realisation time of the 
allowable timescale for carrying out all operations. Vopt is 
the lowest value for the optimal state Xopt. 

To determine the allowable solution XE there is a need to 
generate the trajectory of states (6): 

 
 Eee XXXXX →→→→→→ −



110  (6) 
 

Let us assume that the state Xe-1 is given and the next 
allowable state Xe must be determined. 

C. Definition 3: The function of generating states takes the 
form (7): 

 

 ( ) ( )[ ]nmXFXx eee
nm

nm
,,0 11

,
−− =⇒=∀∀  (7) 

 
The elements of the matrix Xe are determined as follows 

(8), (9): 
 
 mjandniforxx e

ji
e

ji ≠≠= −1
,,  (8) 

 mjandnifortx nm
e

ji === ,,  (9) 

 
The moment tm,n is determined on the basis of the formula 

(10): 
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 nm
e
n

e
mnm cZTt ,

11
, ),max( += −−  (10) 

 
Moreover, from the given state Xe-1, we are able to 

determine the following parameters (11), (12): 
 
 1

,1

1 max −

≤≤

− = e
miNi

e
m xT  (11) 

 1
,1

1 max −

≤≤

− = e
jnNj

e
n xZ  (12) 

 

D. Definition 4: Heuristic algorithms for generating 
trajectories of states consist in determining the m-th 
aggregate and the n-th object. 

The above definition can be justified by the following 
examples: 

1) The choice of the m-th allowable aggregate which is 
the first free one in the state Xe-1 and the choice of the n-th 
allowable object which can be served as the first one in this 
aggregate. 

2) The choice of the n-th allowable object which is the 
first free one in the state Xe-1 and the choice of the m-th 
allowable aggregate which is the first free one to serve this 
object. 

3) The choice of the n-th allowable object which is the 
first free one and the choice of the m-th allowable aggregate 
in the way which allows servicing this object in this 
machine in the fastest possible way. 

VI. HEURISTIC ALGORITHMS 

It is assumed that there are M machines mA , Mm ,...,1=  
and N objects nω , Nn ,...,1= .  Each object should be 
served only one time in each machine. The service times 

nmc ,  of the object nω  in the machine mA  are given. 

The timescale for servicing all objects in all machines 
must be determined in order to minimize the time of the 
service process of objects. 

Let us mark the moment of finishing servicing the object 
nω  in the machine mA  as nmt , . 
Solving the problem with the use of the multi-stage 

programming method it is possible to define the state X in 
the following way (13): 

 
 [ ]nmxX ,= , Mm ,...,1= , Nn ,...,1=  (13) 

 
where nmnm tx ,, =  if the object nω  was serviced in the 

machine mA , otherwise 0, =nmx . 
The solution to the problem can be obtained by means of 
generating the trajectory of states (14): 
 

NMee XXXXX ⋅− →→→→→→ ...... 110 (14) 
 

The state 0X  is defined by the matrix X whose all 
elements equal zero. The final state NMX ⋅  is a matrix 

whose all elements have values above zero. The final state 
represents the allowable solution to the problem. 

The function of generating the trajectory of states takes 
the form (15): 
 

 ( ) [ ]),,(0 11
, nmXFXx eee
nmnm

−− =⇒=∀∀  (15) 

 
Obtaining the optimal solution is not possible in case of 

big values of M an N. This is the reason why a need to 
implement heuristic algorithms arises.  

A. The heuristic of preference of machines 

Let us mark by 1−eα  the set of numbers of machines in 
which objects are serviced. This set is determined from the 
condition (16): 
 
 ( ) ( )11

, 0 −− ∈⇒=∃ ee
jij

ix α  (16) 

 
The machine iA  is free at the moment 1−e

iT  which is 
determined from the equation (17): 
 
 1

,1

1 max −

≤≤

− = e
jiNj

e
i xT  (17) 

 
The earliest moment 1−e

mT  of freeing machines is 
determined on the basis of the condition (18): 
 
 11 min −− = e

ii

e
m TT  (18) 

 
The machine mA  which becomes free the earliest is 

expected to serve the object nω  which has not been served 
in this machine yet (19): 
 
 { }0: 1

,
1 == −− e

jm
e
m xjβ  (19) 

 
The objects are available beginning with the moment 

1−e
jZ  where 1

,
1

1 max −

≤≤

− = e
ji

Mi

e
j xZ . 

The chosen object nω  is available the earliest according to 
(20): 
 
 11 min −− = e

jj

e
n ZZ  (20) 

 
The function of generating states takes the form (21): 

 

 ( ) ( )[ ]mnmeXFeXe
nmx

nm
,,101

,
−=⇒=−∃∃  (21) 

 

B. The heuristic of preference of objects 

Let us mark by 1−eβ  the set of objects which are to be 
served in machines. This set must be determined from the 
condition (22): 
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 ( ) ( )11
, 0 −− ∈⇒=∃ ee
jii

jx β  (22) 

 
The object jω  is free at the moment 1−e

jZ  which is 

determined on the basis of the formula (23): 
 
 1

,1

1 max −

≤≤

− = e
jiMi

e
j xZ  (23) 

 
The earliest moment 1−e

nZ of freeing the object is 
determined as follows (24): 
 
 11 min −− = e

jj

e
n ZZ  (24) 

 
The object nω which is released the earliest must be 

allocated to the machine in which it has not been served 
(25): 
 
 { }0: 1

,
1 == −− e

ni
e
n xiα  (25) 

 
Machines iA  are available beginning with the moment 

1−e
iT  where 1

,
1

1 max −

≤≤

− = e
ji

Nj

e
i xT . 

The machine mA  should be available the earliest: 
11 min −− = e

ii
e

m TT . 

The function of generating states takes the form (26): 
 

 ( ) ( )[ ]n
eee

nmmn
mnXFXx ,,0 11

,
−− =⇒=∃∃  (26) 

 

C. The evolutional heuristic 
 According to the evolutional heuristic, in each state 

1−eX  the pair: machine mA  and object nω  is chosen, which 
enables starting the service process in the system. 
 Let 1−eγ  be the set of numbers of machines iA  and 

objects jω  which meet the following condition (27): 

 
 { }0:, 1

,
1 =><= −− e

ji
e xjiγ  (27) 

 
so the object jω  can be allocated to the machine iA . 

The availability moment of the machine iA  in the state 
1−eX  is determined as follows (28): 

 
 1

,1

1 max −

≤≤

− = e
jiNj

e
i xT  (28) 

 
Analogously, it is possible to determine the availability 

moment of the object jω :  

 
 1

,1

1 max −

≤≤

− = e
jiMi

e
j xZ  (29) 

 

The moment of beginning servicing the object jω  in the 

machine iA  is determined as follows (30): 
 
 ( )11

, ;max −−= e
j

e
iji ZTr  (30) 

 
The earliest moment of beginning servicing the object nω  

in the machine mA  is determined from the formula (31): 
 
 jijinm rR ,,, max

><
=  (31) 

 
The function of generating states takes the form (32): 

 

 ( ) ( )[ ]n
eee

nmnm
mnXFXx ,,0 11

,
−− =⇒=∃∃  (32) 

 

VII. CONCLUSIONS 
The trend of the contemporary times is to organize 

manufacturing companies in the form of the so-called 
commercial-manufacturing centres which are located in 
suburban industrial zones. These centres are created, 
organized and managed on the basis of the lean company. 
Such companies are supported by simulation, especially 
permanent simulations which are realized with the use of the 
special software implementing various heuristic algorithms. 
As one of the examples we can propose a sample case of 
solving the logistic problem by means of mathematical 
modelling. The case which is thoroughly analysed in the 
paper is based on the production centre consisting of 
machines which carry out dedicated operations on defined 
objects. The goal is formulated in the criterion form and 
means the need to minimize the order making time. The 
method shown hereby emphasises the state of the decision 
process, the value of the state, functions of generating states 
and heuristic algorithms for generating trajectories of states. 
The three heuristic algorithms described in detail form an 
ideal basis for creating a simulator which is meant to prove 
the correctness of the approach presented hereby. 
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