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Abstract—Under the pressure from global competition, 

Companies are looking to reduce costs and business Process, 

and to increase their capacity for rapid development of new 

services and products. In order to ensure this, firms over the 

last decade focused increasingly on the integration of reverse 

logistics (RL) activities. The RL is considered as complex and 

dynamic network that involves many stakeholders including: 

suppliers, manufacturer, warehouse, retails and customers. 

This complexity is inherent in such process due to lack of 

perfect knowledge or conflicting data. Our research work 

emphasizes on decision making that is quite difficult process 

leading to the analysis of several variables or criteria which 

are characterized by uncertainty. 

In this paper we propose a decision framework based on 

Bayesian network (BN) and influence diagram (ID) inspired 

by multi-criteria decision making (MCDM) design, in order 

to structure and manage the decision making process with 

explicit modeling of uncertain interactions among the reverse 

logistics stages. 

 

Keywords—Reverse Logistics, Decision making, MCDM, 

Bayesian Network, Influence Diagram. 

I. INTRODUCTION 

ECENTLY due to driving factors such as  environmental    

legislation and social requirements, and economic 

incentives, product recovery has received increasing attention. 

Reverse logistics is practiced in many industries including 

those producing: medical devices, commercial carpet, 

Computers, automobile and chemicals. Consequently, more 

and more firms have integrated the reverse logistics activities 

into their processes [1]. 

  The Reverse logistical activities include return, 

remanufacture, disassemble and dispose of products consist of 

planning, implementing and controlling the efficient cost 

effective flow of raw material, in process inventory, finished 

goods and related information from the point of consumption 

to the point of origin with the primary purpose of recapturing 

value, or proper disposal [2]. Thus the associated decisions 

may drive a large extent of development in the process of 
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manufacturing and remanufacturing, forward and backward 

material flows and related operational functions [3].  

As the Reverse logistics is increasingly uncertain network, 

the process of decision-making becomes more complicated. 

This complexity arises from the fact that a decision maker 

does not dispose about information which quantitatively or 

qualitative is appropriate to describe, prescribe or predict, 

deterministically and numerically the decision-making 

criteria.   

According to [4] the companies need to decide how to 

collect recoverable products from their former users, where to 

inspect collected products in order to separate recoverable 

resources from worthless scrap, where to reprocess collected 

products to render them remarketable, and how to distribute 

recovered products to future customers. 

In fact, making these decisions requires an intelligent 

modeling methodology to capture and support the uncertainty 

in reverse logistics process. Therefore the aim of this work is 

to propose a particular structure of Bayesian network to 

enhance decision-making process under uncertainty. It will 

help producers in each stage of reverse logistics including: 

Collection, Sort/ Testing, and Re-Processing to select 

appropriate object among a large set of alternatives. The 

proposed model is illustrated with an industrial case of study 

of medical device remanufacturing. 

The presentation of our work on developing a Bayesian 

network based on Analytical hierarchy process (AHP) design 

as MCDM methodology is organized as follow. Section II 

outlines the background of MCDM and Bayesian 

network/influence diagram. The decision making in reverse 

logistics is stated in section III. We present the probabilistic 

reasoning Approach in Section IV. Finally, Conclusion and 

further research are discussed in section V. 

II. BACKGROUND 

A. Multi-criteria Decision Making (MCDM) 

The Multi Criteria decision- Making (MCDM) involves 

―making preference decision (such as evaluation, 

prioritization, selection, and so on) over the available 

alternatives that are characterized by multiple, usually 

conflicting criteria‖ [5]. Basically, a MCDM problem is 

defined into hierarchy composed of four elements: Goal, the 

objectives, the criteria and the alternatives. These elements 
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can be presented in a matrix format. Let  maaA ,...,1 be a 

set of decision alternatives and  nccC ,...,1 a set of 

criteria according to which desirability of an action is judged. 

A decision matrix D is a nm matrix, in which element ijd  

indicates the performance of alternative ia , evaluated against 

the decision criterion jc . It is often assumed that the decision 

maker has determined the weights of relative importance of 

the decision criteria,  nwwW ,...,1 [6]. The total score 

for each alternative is obtained by the following formula: 

 

ijd
j jwiS   

When the overall scores are calculated for all the alternatives, 

the one with the highest score (utility node) is chosen. The multi 

criteria decision making includes such well known techniques 

as linear programming (only relevant when the criteria all 

have equal weighting and can be measured on a ratio scale) 

and other more recent techniques which help us to solve 

problems in more general cases when we do not have such 

ideal circumstances [7]. For example, among the well known 

MCDM Method we have the Analytical Hierarchy Process 

(AHP) proposed by [8] reflects the natural behavior of human 

thinking. This technique examines the complex problems 

based on their interaction effects, in other words the AHP 

model provides a way to detect interactions between various 

high-level decision factors, some of which are not easily 

quantifiable. The details of AHP procedure are described in 

[9]-[10].  

 However The MCDM has limitations that we must take 

account of by using Bayesian belief network in a 

complementary way. Specifically, the vast body of MCDA 

techniques makes three critical assumptions: 

- That the relevant criteria are well defined (and hence for 

a given action a  it is obvious how you can compute  af for 

a given criteria f . 

- That the relevant criteria are certain (and hence for a 

given action a and criteria g  the value  ag is deterministic 

rather than stochastic). 

- That the relevant criteria are independent of each other. 

The Bayesian network and influence diagram provide a 

theoretically well-founded and operational basis for modeling 

MCDM and problem-solving. 

B. Bayesian Network  

Bayesian networks (BN), are widely used for knowledge 

representation and reasoning under uncertainty in intelligent 

system [11]-[12]. In general it’s a graph with a probability for 

representing random variable and their dependencies. The 

uncertainty of the interdependence of the variables is 

represented locally by the conditional probability table (CPT) 

 iix /Pr associated with each node ix , where  i is the 

parent set of ix . An independence assumption is also made 

with BN that ix given its parent  i is independent of any 

other variables except its descendents. The direct acyclic 

graph of BN comes up with unambiguous representation of 

interdependency between variables. The joint probability 

distribution of random variables  nxixX ,..., in a 

Bayesian network is calculated by the multiplication of the 

local conditional probabilities of all the nodes is given by:  

 

                 )/
1

Pr()Pr(  
 i

n
i ixxX  

 

According to [13] the inference in Bayesian network with 

General DAG structure is NP-hard. Inference is the task of 

computing the probability of each value of a node in a BN 

when other variables’ values are known. While there are 

different algorithms for doing inference in a Bayesian 

network, the most important among them are algorithms for 

computing posterior probabilities  eix /Pr where e  denotes 

evidence (or observed values for some variables). These class 

of algorithms encompass belief propagation [11], and 

junction tree [14]-[15]-[16]-[17] and for exact solutions, and 

various statistical sampling techniques (Markov Chain Monte 

Carlo sampling) for approximate solutions with extremely 

large BN, a detailed explanation of the most common 

algorithms can be found in [18]. 

C. Influence Diagram  

Influence diagrams are a conceptual modeling tool that 

graphically represents the causal relationships between 

decisions, external factors, uncertainties and outcomes. 

Influence diagram extend BN with two additional types of 

nodes: decision nodes and utility nodes. Nodes for the random 

variables in the BN are called chance nodes. The parents of 

random variables and values are the conditioning variables 

for their distributions, while the parents of decisions represent 

those variables which will be observed before the decision 

must be made. Shaded random variable nodes, called 

evidence nodes, represent variables whose values have 

already been observed [19]. 

In an ID, let  naaaA ...,2,1 be a set of mutually 

actions, and H be the set of determining variables. A utility 

table  HAU , is need to yield the utility for each 

configuration of action and determining variable in order to 

decide between the actions in A. the problem is solved by  

calculating the action that maximizes the expected utility:  

 

      H aHPHaUaEU /, , 
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Where  HaU , are the entries of the utility table in the 

value node .U  The conditional probability  aHP / is can be 

computed from CPT of the variable Hhi  , given the action 

a is fired. 

The algorithm for evaluating an ID According to [12] 

described as follows: (1) set the evidence variables for the 

current state, (2) for each possible value of the decision node, 

set the decision node to that value; (3) calculate the posterior 

probabilities for the parent nodes of the utility node using a 

standard probabilistic inference algorithm, and (4) calculate 

the resulting utility function for the action and return the 

action with the highest utility. 

III. DECISION MAKING IN REVERSE LOGISTICS 

Since most of reverse logistics activities are triggered by 

customer, and are hard to predict return, making decisions 

requires an intelligent modeling methodology to capture and 

support the reverse logistics tasks. Consequently, many 

researchers showed a deep interest into uncertainty problem 

in RL process. Some of these studies use of conventional 

analytic and multi criteria approaches, deterministic, 

stochastic modeling and artificial intelligence technique to 

support decision making.  

In 2008 [20] developed a framework for RL decision-

making with three main stages of flow: Collection, Sorting 

and Processing, each of these three stages in the framework 

has two options and there are eight possible alternatives (as is 

shown in Table I). The decision options for each stage are 

listed as follows:  

Collection: proprietary (P) collection, in which the 

producer collects their own products, or industry-wide 

collection, in which multiple producers’ products are in a 

single return stream (I).Sort-test: Centralized sort-test sites, 

which products are taken to a centralized location for sorting 

and testing (C), or distributed sort-test sites, in which 

products are sorted and tester or near to collection site (D). 

Processing: In this stage producer has two options: Original 

facility processing, which products are processed at the 

producer’s own facility (O), or secondary facility processing, 

which products are processed at a Secondary facility (S).  

 
TABLE I 

EIGHT NETWORK CONFIGURATION  

Notation Collection           Sort-test Processing 

(P,C,O) 

(P,C,S) 

(P,D,O) 

(P,D,S) 

Proprietary 

Proprietary  

Proprietary 

Proprietary 

Centralized 

Centralized 

Distributed 

Distributed 

Original facility 

Secondary facility 

Original facility 

Secondary facility 

(I,C,O) 

(I,C,S) 

(I,D,O) 

(I,D,S) 

Industry-wide 

Industry-wide 

Industry-wide 

Industry-wide 

Centralized 

Centralized  

Distributed 

Distributed 

Original facility 

Secondary facility 

Original facility 

Secondary facility 

In this context, and bearing in mind the importance of 

efficiently decide the fate of the return, we have proposed in 

[21] a conceptual design for reverse logistics based on multi-

agent system (MAS). It consists of four layers which are:  

Database layer: Many information systems exist in this layer, 

for example we found respectively for reverse logistics 

Processes and Product data PDM and PLM systems, ERP, 

Step standardization, and among others. These systems are 

mainly used for query, maintenance, and communication; 

they can effectively utilized by the different actors (human 

/software agent) through the ontology layer. Ontology 

(semantic web) layer: It uses semantics-web technology to 

improve the flexibility of access in different terms; different 

system may have their own terms, this layer used to resolve 

the semantic conflicts arising from the cooperation between 

different and heterogeneous systems used in reverse logistics 

network [22]. Coordinating system layer: it’s composed of 5 

agents who act respectively during the 5 steps of reverse 

process: Gate keeping Agent, Collection Agent, Sorting 

Agent, Processing Agent and Disposal Agent, each agent has 

its own knowledge base that contains knowledge about the 

system environment. Decision-making layer: decision making 

is quite difficult process in reverse logistics leading to the 

analysis of several variables which are characterized by 

uncertainty, for this reason, the brain of agent is composed of 

a Bayesian network (BN). This option allows the agent to 

make a probabilistic inference for taking best decision about 

return, estimating benefits in cost and time. The relations 

among the four layers are shown in Fig. 1. Hence to construct 

this Bayesian network we were based on the multi criteria 

decision making design for RL network using AHP described 

above. 

 

 
 

Fig.1 MAS Design for Reverse Logistics Management. 
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IV. PROPOSED APPROACH 

The multi criteria decision making design proposed in [23] 

is composed of an overall goal, two principle criteria, six sub 

criteria, and eight alternatives. Therefore, our framework will 

be composed of three types of nodes: the three decision nodes, 

it represents the set of alternatives listed in Table I 

 81,...,aaA  , the utility node represents set of objectives 

(overall goal) to be optimized, and the chance nodes include 

the set of criteria and sub-criteria: 

 222121413121121 ,,,,,,,, andCCCCCCCCCC  . 

The criteria and their sub criteria used in the system are 

listed As follows: 

1) The cost savings criterion indicates the potential for cost 

savings and its relative importance as compared to 

business relations. This criterion has four main sub 

criteria: Recycled Product Sub criterion: is the return 

product going to be recycled, carpet or end of life 

consumer electronics? This sub criterion will have a high 

chance if there’s a high potential for cost Savings for 

recycling the product, while if the product won’t be 

recycled but instead will be reused or remanufacturing 

then there is a low chance for cost savings due to 

recycling. Testing Cost Sub criterion: how will the 

quality and the condition of the return product be 

determined? Does it require high cost equipment, 

specialized labor or materials? Or is the quality decision 

based on low cost procedures…. This sub criterion will 

be assigned a high ranking if the product involves high 

testing costs with potential to reduce those costs and it 

will have low chance if there’s a little or no opportunity 

to save cost.  Scrap Shipped: is there a high proportion of 

scrap in the return product stream? Does it need to be 

sent directly to a disposal location? If there is a high 

potential for costs for scrap in return product return 

stream. Then transportation costs for scrap will be high, 

and that allows a high chance for cost savings. In 

contrast, if there’s a little scrap, then this sub criterion 

will have a low chance for cost savings. Original Facility 

Sub criteria: does the producer have the capacity in its 

original plant to reprocess return product? Is it willing to 

dedicate specialized labor or machines to the 

reprocessing system? This sub criterion will have  a high 

chance for cost savings when the original facility have 

the capacity of reprocessing, and low chance for cost 

saving where a secondary facility would need to be 

obtained.  

2) Business relations criterion consists of whether strong 

customer relationships exist and whether proprietary 

knowledge needs to be protected. There is an implicit 

balance between cost savings and business relation. Two 

sub criteria are grouped under the business relations 

criterion: Proprietary knowledge: Does the companies 

want to keep a return product out of the competitor’s 

hands? If it’s important that the producer control the 

return product process this sub criterion will have a high 

ranking. And if there’s a little proprietary knowledge or 

no desire to control the return process, then it will be 

given a low chance.  The second sub criterion is 

Customer Relationships: if the producer has a high 

degree of customer interactions and good customer 

relationships this sub criterion will have strong chance. If 

there are no direct relations, it will have a weak chance.  

  

Fig. 2 Influence diagram for network design of reverse logistics. 
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Fig. 2 shows the influence diagram for network design for 

reverse logistics. The three decision nodes 

(Decide_Collection, Decise_SortTest, Decide_Processing) are 

represented by the rectangle shape. Their domains are all 

possible alternatives. The Cost savings and business relation 

are the two primary criteria. Each of these criteria has sub- 

criteria. Here we have four sub criteria Under the Cost saving 

(recycled product, Testing Costs, scrap shipped, and original 

facility) on the other hand, the business relation criterion has 

two sub criteria (proprietary knowledge and customer 

relations). The utility node U, represented by a diamond 

shape, is the utility function that measures the degree of the 

performance goals achieved for each decision. Once the 

network structure is completed, the probabilities are entered 

into the network in the form of CPT for each chance node. In 

our network, all the tables are small enough to be populated 

by hand, one of which (for variable ―Cost Savings‖) is shown 

in Fig. 3 below: 

 

 

Fig. 3 The CPT for node ―Cost Savings‖ 

Since the auto-updating is turned on, Netica adds the no 

for-getting links from ―Decide_Collection‖ to 

―Decide_SortTest‖ and ―Decide_Processing‖, this indicates 

that ―collection decision may be relevant to the other two 

decisions. 

A. Updating Beliefs and Making Decision 

Once the Bayesian network is constructed, it can be used to 

make various inferences about the variables in the model. The 

first inference we can do is to compute the prior distributions 

of other variables and the prior distribution of the utility, 

based on the priors of roots and CPT of other nodes. 

Fig. 4 below shows the computation result for our network. 

It turns out that in the ―Decide_Collection‖ node, Industry 

wide Collection system has the highest prior expected utility 

value (47.8333). Therefore the preferred processing option is 

Original facility and for the ―Decide_SortTest‖ the distributed 

alternative has the highest prior expected utility value 

(47.8333). This result indicates that the producer should 

strongly consider the (I, D, O) as the best alternative. 

 
 

Fig.4 Prior Distributions of variables in the network. 

In other hand if we observe the values of some of the 

observable variables (criteria and sub criteria), the 

corresponding variables in the network are instantiated to the 

observed values. The influence of these findings is propagated 

throughout the network to every other node, causing them to 

update their beliefs to become the posterior probabilities. 

 Fig. 5 shows the network after that evidence for medical 

devices remanufacturing has been entered and the 

probabilities updated. The details of the case of study are 

described as follow:  Phillips Healthcare is a major medical 

device manufacturer on the west coast. Its ultrasound device 

manufacturing division developed a remanufacturing 

program, which operates on a trade-in basis with customers 

under a service contract. The outdated product is evaluated 

at the customer site to be either recycled or remanufactured. 

Devices to be recycled are shipped directly to a national 

electronics recycler in Chicago, which reduces 

transportation costs that would be incurred if the product was 

shipped first to the manufacturer’s warehouse on the west 

coast and then to the recycling facility. Device that may 

remanufactured are shipped back to the manufacturing plant 

for processing. According to this case study the producer 

considers business relations to be more important than cost 

savings alone, because   the company has invested heavily in 

both customer relationships through long-term customer 

service contracts, and proprietary product design. Therefore 

the business relation has high ranking. 
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Fig. 5 Optimal Solution by entering evidence for Medical Device Remanufacturing. 

 

The solution for the most optimal way to optimize the 

reverse logistic network shows that the Proprietary collection 

is clearly the preferred option with 78.4035, although 

distributed Testing site is the best option with the expected 

utility value of 41.2650, and for the Processing decision as is 

shown in the Bayesian network the Original facility is the 

preferred option with the excepted utility value of 78.4035. 

Therefore this result indicates that producer should strongly 

consider the (P, D, O) alternatives.  

V. CONCLUSION 

One of the major challenges for return product 

management is Decision-making process. This complexity is 

inherent in such process due to lack of perfect knowledge or 

conflicting information. Therefore to deal with this 

uncertainty we presented in this paper our ongoing work on 

developing Bayesian network based on multi criteria 

decision-making design for reverse logistics. The aim of this 

approach is to improve our proposed multi-agent system 

reasoning using probabilistic inference.  

The work presented here is only the first step of our effort 

toward a comprehensive solution to this complex problem. 

Several issues need to be addressed in order to transform our 

architecture from conceptual one to one that is workable in 

real situations. First, we should incorporate the sensitivity 

analysis algorithms into our BN to check whether the best 

decision is sensitive to small changes in the assigned 

probabilities and utilities value.  

 

Secondly we need to integrate the proposed Bayesian 

network into our proposed multi agent system design for 

reverse logistics.   

REFERENCES   

[1] D. Lee, M. Dong, ―Dynamic network design for reverse logistics 

operations under uncertainty‖. Transportation Research, 2009, Part E 45, 

pp. 61-71. 

[2] D. S. Rogers, R. S. Tibben-Lembke, ―Going backwards: Reverse logistics 

trends and practices‖. Reverse logistics executive council, Reno, NV, USA 

(1998). 

[3] C. R. Carter, L.  M. Ellram , ―Reverse  Logistics: A review of the 

Literature and Framework for Future  Investigation‖, Journal of Business 

Logistics,(1998), Vol. 19 No. 1, pp. 85-102. 

[4] M. Fleischman, J.M. Bloemhof-Ruward, R. Dekker, E. van der Laan 

J.A.E.E. van Nunen, and L.N. van Wassenhove, ―Quantitative Models for 

Reverse Logistics: a Review,‖ European Journal of Operational Research, 

vol. 103, no. 1, pp. 1–17, 1997. 

[5] C.L. Hwang, K. Yoon, (1981), Multiple Attribute Decision Making: 

Methods and Applications, Springer-Verlag, Berlin. 

[6] H.-J. Zimmermann, (1996), Fuzzy Set Theory and Its Applications, 

Kluwer Academic Publishers, Third Revised Edition, Boston, MA, USA. 

[7] N. Fenton, M. Neil, (2000) ―Making Decisions: Using Bayesian Nets and 

MCDA,‖ Computer Science Department, Queen Mary and Westfield 

College, London. 

[8] T.L. Saaty. (1988), ―Multi criteria Decision Making: The Analytic 

Hierarchy Process‖, McGraw-Hill, New York, 1980. Republished by 

University of Pittsburgh, Pittsburgh 

[9] T.L. Saaty. "Decision Making with the Analytical Hierarchy Process," 

International Journal of Services Sciences., 1 (1) (2008), pp. 83–98 

[10] H. Ariff, M. S. Salit, N.Ismail,  Y. Nukman, (2008). ―Use of Analytical 

Hierarchy Process (AHP) for Selecting the Best Design Concept‖. Jurnal 

Teknologi, Universiti Teknologi, Malaysia, 49(A), 1-18. 

[11] J. Pearl, (1988), ―Probabilistic  Reasoning in Intelligent Systems: 

Networks of Plausible Inference‖. Morgan Kaufmann Publishers, ISBN 1-

55860-4790J.  

[12] S. Russell, P. Norvig, (1995) Artificial Intelligence: A modern Approach. 

Prentice Hall, ISBN 0-13-103805-2. 

INTERNATIONAL JOURNAL OF MATHEMATICS AND COMPUTERS IN SIMULATION Volume 10, 2016

ISSN: 1998-0159 6



 

 

[13] G.F. Cooper, (1990) ―The Computational Complexity of Probabilistic 

Inference using Bayesian Belief Networks‖, Artificial Intelligence, 42, 

p393-405. 

[14] F. V. Jensen, V. Finn, K. G. Olesen, S. K. Anderson, (1990) ―An Algebra 

of Bayesian Belief Universe for Knowledge-based System‖: In Networks, 

20:637-660. 

[15] G. Shafer, (1996), Probabilistic Expert Systems. CBMS-NFS regional 

Conference Series in Applied Mathematics; SIAM. 

[16] A. L. Madson, F. V. Jensen, (1998) , ―Lazy Propagation in Junction 

Trees‖, in proceedings of the 14th Conference on uncertainty in Artificial 

Intelligence, 1998. 

[17] R.G. Cowell, A.P. Dawid, S.L. Lauritzen, D.J. Piegelhalter (1999), 

―Probabilistic Networks and Expert Systems‖. Springer-Verlag. 

[18] E. Castillo, J. M. Gutierrez, A. S. Hadi, (1997) Expert Systems and 

Probabilistic Network Models: Springer, 1997. 

[19] D. Ross, Shachter and Mark A. Peot. Decision Making using Probabilistic 

Inference Methods. In Didier Dubois, Michael P. Wellman, Bruce 

D'Ambrosio, and P. Smets, editors, Eighth Conference on Uncertainty in 

Artificial Intelligence, pages 276–283, Stanford, CA,July 1992. Morgan 

Kaufmann Publishers. 

[20] T. J. Barker, Z. B. Zabinsky, ―Reverse Logistics Network Design: a 

Conceptual Framework for Decision Making‖. International Journal of 

Sustainable Engineering 2008; 1(4):250–60. 

[21] F. Lhafiane, A. Elbyed, M. Bouchoum, (2015), ―Multi-Agent System 

Architecture Oriented Prometheus Methodology Design for Reverse 

Logistics‖, World Academy of Science, Engineering and Technology, 

International Science Index 104, International Journal of Computer, 

Electrical, Automation, Control and Information Engineering, 9(8), 1611 - 

1617. 

[22] F. Lhafiane, A. Elbyed, M. Bouchoum, (2015), ―Reverse Logistics 

Information Management Using Ontological Approach‖, World Academy 

of Science, Engineering and Technology, International Science Index 98, 

International Journal of Computer, Control, Quantum and Information 

Engineering, 9(2), 396 - 401.  

[23] T. J. Barker, Z. B. Zabinsky, ―A Multi criteria Decision Making Model for 

Reverse Logistics using Analytical Hierarchy Process‖. Omega, 2011, 

39(5): 558-573. 

 

F. Lhafiane was born in 1988. She earned her master’s degree in computer 

science at Hassan II University, faculty of sciences Casablanca, Morocco. In 

2013, she joined the computer lab and decision support at Hassan II University. 

Her actual main research interests concern Decision making in the context of 

Reverse Logistics. 

A. Elbyed was born in Casablanca- MOROCCO on April 17, 1978 He is a 

professor in department of Mathematics and Computer science, at Hassan II 

University, faculty of sciences Ain Chock, Casablanca - Morocco. He obtained a 

PhD in the National Institute of Telecommunications (INT) of Evry, France, 

where he participated in European projects, such as SAPPHIRE and POPS. His 

research focuses on semantic web and the automatic detection of contextual 

similarity (Ontology Mapping) using artificial intelligence. He is the author or 

co- author of several articles published in journals and international conferences 

(IEEE). 

M. Bouchoum holds a PhD in Algebraic Number Theory from Laval University 

in Canada. Since 1986 he has been professor in Department of Mathematics and 

computer at Hassan II University, faculty of sciences Ain Chock - Casablanca, 

during the last years he has been working on security of system using 

cryptography and has authored and co-authored several publications in journals 

and international conferences (IEEE). 

 

INTERNATIONAL JOURNAL OF MATHEMATICS AND COMPUTERS IN SIMULATION Volume 10, 2016

ISSN: 1998-0159 7




