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Abstract—Particle Swarm optimization (PSO) is a nature-

inspired metaheuristic algorithm, which is widely used to solve 
the real world global optimization problem. PSO has been mostly 
used to resolve diverse kind of optimization problems. Major 
issues faced by the PSO are lack of diversity and frequently 
captured in local optima while handling the complex real-world 
problems. Initialization of population plays a significant job in 
metaheuristic algorithm since they can influence on convergence, 
diversity and find the better final solution. In this study, to 
improve the convergence, rather applying random distribution 
for initialization, a new distribution is proposed for initialization 
of swarm. This paper presents a new initialization population 
approach using Log-logistic named as (LOG-PSO) that uses the 
Log-logistic to create the initialization of the swarm. Initializing 
PSO using Log-logistic is examined on 8 well-known non-linear 
benchmark test problems extensively used in the literature and 
its promising performance is analyzed and compared with basic 
PSO, PSO initialized with Sobol sequence (SO-PSO) and PSO 
initialized with Halton sequences (HA-PSO). The promising 
experimental result suggests the superiority of the proposed 
technique. The results present foresight that how the proposed 
initialization technique influences on divergence and convergence 
speed. 

Keywords— Particle swarm optimization, Quasi random 
sequence, Log-logistic distribution, Swarm Convergence.  

I. INTRODUCTION  

Optimization is a process that implies to sort out the 
problems from given condition. The critical task of an 
optimization process is to increase advantages of engineering 
systems and to decrease the wastage of time. Every system, 
which is considered for optimization must have objective 
function and many variables for the decision that is used for an 
influence of function. An optimization technique is a procedure 
to obtain an optimum solution, by satisfying the objective 
functions [1]. 

A stochastic algorithm, one type of algorithm that belongs 
to optimization technique. It is always preferred to solve the 
multi-modal benchmark functions, because, it can easily tackle 
with local minima [2]. Furthermore, stochastic algorithms also 
called meta-heuristic algorithms [3] are used for solving 
deferent types of classification and clustering problems. Swarm 
algorithm that is a subtype of meta-heuristic algorithms, 

implemented to find global optimum inspired by the collective 
behavior of swarm that they show during any task. [4]. A 
variety of literature is based on such meta-heuristics algorithms 
that are broadly used to solve optimization problems. 

Particle swarm optimization (PSO) is population based 
evolutionary algorithm firstly proposed by Kenndy and 
Eberhart in 1995 [5]. PSO is used to solve diverse kind of 
optimization problems as well as real-world classification 
problems. In PSO the swarm moves towards food in 
multidimensional entire search space. Initialization of swarm 
into the search space plays important role in PSO to find the 
vector solution using predefined ornament. Selection of robust 
distribution for population initialization is difficult task.  If the 
search space is completely covered by the initial particles then 
there is greater chance to found the global best position in less 
number of iterations. The standard PSO used random pattern 
that follows uniform distribution to choose the starting location 
of particles that are not much reasonable and robust. 

Many researchers are still confused about the convergence 
and diversity of PSO for the same curve, which becomes a 
major issue for them. They are supposed to be pointing out 
those parameters that cause convergence and diversity in the 
swarm. The premature convergence of PSO intensely affects 
the performance of the algorithm [6]. Due to premature 
convergence, the algorithm gets stuck into the local minima 
before finding the global optimum solution. Population 
initialization is one of the major parameters that affect PSO 
performance. The convergence rate and the diversity of the 
swarm can be enhanced by selecting the most appropriate 
distribution for population initialization. 

In this paper, we proposed a novel distribution called log-
logistic distribution for generating random numbers in 
population initialization process. The proposed Log-logistic 
based PSO (LL-PSO) based on new method of population 
initialization is compared with the simple PSO that based on 
uniformly distributed population initialization, the Sobol based 
population initialization (SO-PSO) and the Halton based 
population initialization HA-PSO. Sobol and Halton sequences 
are quasi random number generator having low discrepancy of 
density function. The experimental results reveal that the 
proposed LL-PSO outperforms the Simple PSO, SO-PSO and 
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H-PSO in terms of enhancing PSO diversity and convergence 
rate. 

The rest of the paper is structured like this: Related work is 
presented in section II. Section III contains the general 
description of Standard PSO. Proposed methodology is 
described in Section IV. Results are presented in section 
V.Conclusion, and future work described in the section VI.  

II. RELATED WORK 

Researchers are used to employing the different random 
number generator to initialize the swarm into the search area of 
multi-dimensions. To sharpen the performance of population-
based stochastic evolutionary algorithms pseudo-random, 
quasi-random and probability sequences are one of the most 
famous distributions used in the process of choosing the initial 
configuration. Low discrepancy sequences have been 
compared with simple uniform distribution based PSO for 
distributing the particles into the random positions at the search 
area [7].Their investigations include only benchmark 
minimization function to compare the performance of various 
versions of low-discrepancy sequences.  

An improved PSO based on Halton series was carried out 
by the authors for optimizing a genetic algorithm. They 
investigate the proposed PSO on functions optimization 
problems and proved their technique superior [8].A 
comparative analysis of Sobol, Halton, and Faure sequences 
has been carried out by the authors in [9].The numerical results 
declared the Sobol sequences winner for the initialization of 
the swarm. Vander Corput sequence was proposed by Vander 
Corput [10].it is also belongs to low-discrepancy sequences. 
Van der Corput sequences produced with the initial dimension 
݀ ൌ 1  and base ܾ ൌ 2.The preliminary results have confirmed 
that Van der Corput outperforms the other quasi-random 
sequences, Faure sequence, Sobol sequence and Halton 
sequence. The family of probability sequences i.e. Beta 
distribution, Gaussian distribution, Exponential distribution 
and Cauchy distribution has been widely used for the same 
purpose, exponential distribution based PSO were used in [11] 
for the purpose of parameter tuning of PSO. 

In [12] the extensive observation of probability 
distributions have been carried out to minimize several multi-
modal functions. The numerical results show the better 
performance of exponential distribution as compared to 
Gaussian distribution and Beta distribution. In [13] the authors 
used NSM method (Non-Liner Simplex Method) for 
population initialization. The NSM incorporates the primary 
particles of a maximum of ሺܦ ൅ 1ሻ  where ܦ  represents the 
dimensions of the search space. Richards Ventura introduced 
the novel PSO initialization method based on Centroidal 
Voronoi tessellations (CVT) [14].In CVT method, it divides 
the whole search space into multiple blocks. Each particle 
occupies a position in the first section of blocks. Opposition-
based initialization (O-PSO) was proposed by the authors in 
[15].The concept of opposition based-learning was 
incorporated in the PSO to initialize the swarm. O-PSO tends 
to increase the chances of reaching an optimal solution at the 
very early stage of the algorithm, because of some particles 
gets an initial place at opposite direction of the entire search 
space. To investigate a new search space O-PSO improves the 

heterogeneity of particles in reverse direction that is identical 
to the same direction. 

 Gutiérrez et al. [16], conducted the comparison of three 
different methods to initialize the swarm,he compared the 
orthogonal array initialization, the chaotic initialization, and 
the opposition-based initialization. In orthogonal array 
initialization a normal perturbation that is based on the 
collection of the variable, is estimated to select the initial 
location for particles. The working flow of chaotic 
initialization can be described by the following equation: 

௧ݔ ൌ ߱. ௧ିଵሺ1ݔ െ  ௧ିଵሻݔ

Where ݔ௧ିଵ  is current particle generated by chaotic 
distribution. 

III. PARTICLE SWARM OPTIMIZATION 

In the field of advanced technology, PSO is a global 
optimizing technique that rivals a significant role and has been 
broadly employed in numerous real-life application of 
engineering and technology such as communication networks, 
machine learning, Information Security, machine learning, 
power allocation of cooperative systems, data mining, heating 
system planning and pattern recognition.PSO works at the 
application of candidates solution. In order to reach the optimal 
solution, each candidate depicted the optimal solution that is 
termed as the particle. The current position of each particle is 
represented by a vector solution ݔ depicts by an ݊-dimensional 
search area. The individual solution of each particle is 
translated in the form of the fitness value given by the particles 
at each iteration ݐ on dimensions	݀. Each particle ݌ provokes a 
new position vector ݔ  in ݊ -dimensional search space. In 
addition position	݌, velocity ݒ can be determined by the step 
measurement of an entire swarm and the action of particles in 
the search space. 

For seeking the optimal solution, the population consists of 
݊ particles that travel in the iteration ݐ in ݊-dimensional search 
space.  The objective function of the candidate solution may be 
turned by the mutation of the swarm.  Eq.1 and eq.2 are 
employed for updating the position vector and velocity vector 
of the particles. 

v୸ାଵ
୲ ൌ v୸୲ ൅ ଵߙ ൈ ሺpୠୣୱ୲ െ x୸୲ሻ ൅ ଶߙ ൈ ሺgୠୣୱ୲ െ x୸୲ሻ														ሺ1ሻ 

x୸ାଵ
୲ ൌ x୸୲ ൅ v୸ାଵ

୲ 																																																																												ሺ2ሻ 

 v୸୲  and x୸୲   denotes the position vector and velocity vector 
respectively, where pୠୣୱ୲	 designating the local best fitness 
solution of  intact swarm enlarged by utilizing its own 
preceding knowledge and gୠୣୱ୲	describes the global best fitness 
solution of intact swarm obtained by utilizing the experience of 
its neighbor. In eq.1	ߙଵ and ߙଶ are described as ܿ11ݎ	and ܿ22ݎ 
respectively.PSO need acceleration factors to adjust its weight 
that acceleration factors are represented by ܿ1and ܿ2,1ݎ and 2ݎ 
are two random number that follows simple uniform 
distribution. x୸ାଵ

୲  denotes as  a new position vector, where 
௭ାଵݒ
௧  is an updated velocity directing the new velocity for the 

current particle at  iteration ݐ . We can observe three basic 
factors from Eq.1.	v୸୲  is called momentum factor which is the 
old velocity of particles, where ߙଵ ൈ ሺpୠୣୱ୲ െ
x୸୲ሻ	is	termed	as	cognitive which is the current best fitness 

Identify applicable sponsor/s here. If no sponsors, delete this text box 
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chosen from all previous best fatnesses,ߙଶ ൈ ሺgୠୣୱ୲ െ x୸୲ሻ  is 
the social factor that exhibits global best fitness, raised from 
the entire neighbour particles. In Algorithm 1 the pseudo code 
for basic PSO is presented. 

_Algorithm_1:Basic_PSO_Algorithm________________ 
Require: ݌௭ 	ൌ 	ሺ݌ଵ,   ௡ሻ௧݌	…
Ensure: ݔ௭௕௘௦௧	  ; optimal solution 

(1)   for  ݅	 ൌ   ௡ do݌	…	1	
(2)      for  ݆	 ൌ 	1	…	݀௡ do  
(3)           x୸୲ ൌ ܴܽ݊݀ሺ0,1ሻ 
(4)           v୸୲ ൌ ܴܽ݊݀ሺ0,1ሻ 
(5)          if   x୸୲   reaches to  ݌௕௘௦௧ then  
(6)      Copy	݌௕௘௦௧	into	ݔ௭௧ 
(7)      end   
(8)          ݃௕௘௦௧=Optimum of all ݌௕௘௦௧ 
(9)          Repeat until ݇௭ 
(10)       end for 
(11)   end for 
(12)   for  ݅	 ൌ   ௡ do݌	…	1	
(13)     Compute  v୸ାଵ

୲  using eq.1 
(14)     Compute  x୸ାଵ

୲  using eq.2 
(15)    if		x୸ାଵ

୲  ௕௘௦௧ then; generate new local solution݌<
௭ାଵݔ		=௕௘௦௧݌    (16)

௧  
(17)        end if 
(18)    if		x୸ାଵ

୲ >݃௕௘௦௧; then generate new global solution 
(19)    ݃௕௘௦௧=		ݔ௭ାଵ

௧  
(20)        end  
(21)   end for 

____________________________________________ 
 
 

IV. METHDOLOGY 

 The goal of this paper is to investigate the robustness of 
the suggested distribution Log-logistic based PSO (LL-PSO). 
Basic PSO used a simple uniform distribution that is pattern 
less and much random in nature. In basic PSO there is no any 
standard pattern that ensures the optimal solution. By taking 
the advantage of this random nature we have proposed a novel 
distribution Log-logistic based PSO that is employed to 
assigning initial locations to the particles. For improving the 
superiority of proposed technique we compare LL-PSO with 
basic PSO that follows the uniform distribution, HA-PSO 
based on Halton distribution and SO-PSO that follows Sobol 
distribution. 

 

A. Random Number Generator 

Inbuilt library of C++ is the most famous way of generating 
the random numbers [17] over the interval of ܴܽ݊݀ሺ0,1ሻ.The 
impact of randomness on uniform distribution can be identified 
by the density function of uniform distribution which is given 
as: 

݂ሺ݀ሻ ൌ ቊ
ଵ

௜ି௝
݅	ݎ݋݂	 ൏ ݀ ൏ ݆

݀	ݎ݋݂					0 ൏ ݀ݎ݋	݅ ൐ ݅
																												             (3) 

In eq.3 ݅  and ݆  are the two parameters of maximum 
likelihoods. 

B. The Sobol Sequence 

The Sobol distribution is most widely used distribution of 
quasi-random family, it was introduced by the Russian 
mathematician named Sobol in 1967 [18] in their work of 
reconstructing the coordinates. The liner recurrence for non 
negative instance to generate Sobol sequence can be found in 
the following equation. 

݊ ൌ ݊ଵ2଴ ൅ ݊ଶ2ଵ ൅ ݊ଷ2ଶ ൅ ⋯൅ ݊௫2௫ିଵ                              (4)        

Where ݊ is random number in ݄ݐܭ itration. 

C. The Halton Sequence 

Halton sequence is similar to the Van Dar Corput sequence 
having different probability density functions. It was 
introduced by J.Halton [19] in 1964. The pseudo code of 
Halton sequence is given below: 

Algorithm_2.Halton Sequence                                 _ 
Halton Sequences: 
Initialize the sequence index ݅ and base of ܿ݁݉݅ݎ݌݋ b 
// output: Halton points =	ܣܪ 
Configure the Parameter and Compute as: 

I. ݄௠௜௡ ൌ min	_݈݅݊ܽݒݎ݁ݐ	
II. ݄௠௔௫ ൌ max	_݈݅݊ܽݒݎ݁ݐ	

III. For each iteration ݇	 ൌ 	1	…	 ௞ܰ do 
IV. For each particle	ൌ  ௡ do݌	…	1	

 ݄௠௔௫ ൌ ݄௠௔௫/ܿ݌	
 ݄௠௜௡ ൌ ݄௠௜௡ ൅ ݄௠௔௫ ∗ 	ܾ	݀݋݉	݅
 ݅ ൌ ݅/ܾ	

Return HA    
______________________________________________ 
 

D. The Log-logistic Sequence 

Log-logistic distribution also called Fisk distribution was 
proposed by the authors in [20] for non-negative instance 
referred to as continuous probability sequence. As a parametric 
paradigm, Log-logistic distribution is usually applied in 
survival analysis for functions whose frequency rises initially 
and clips at the end of the function. Log-logistic distribution 
belongs to the family of the probability distribution having the 
logarithm that is distributed logistically. It has larger tails as 
compared to the log-normal distribution. The probability 
density function for Log-logistic distribution can be determined 
by the following equation. 

݂ሺݕ, ,ଵߙ ଶሻߙ ൌ
ቀ
ഀమ
ഀభ
ቁቀ

೤
ഀభ
ቁ
ഀమషభ

൬ଵାቀ
೤
ഀభ
ቁ
ഀమ
൰
మ                                                (5) 

,ଵߙ  ଶ represents the shape parameter and scale parameterߙ
respectively. 
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Fig. 1.Random data generation using Log-logistic distribution 

_Algorithm_3:Proposed_PSO_Algorithm____________ 
Require: ݌௭ 	ൌ 	ሺ݌ଵ,   ௡ሻ௧݌	…
Ensure: ݔ௭௕௘௦௧	  ; optimal solution 

(1)   for  ݅	 ൌ   ௡ do݌	…	1	
(2)      for  ݆	 ൌ 	1	…	݀௡ do  
(3)           x୸୲ ൌ ݃݋ܮ െ  ሺ0,1ሻܿ݅ݐݏ݅݃݋݈
(4)           v୸୲ ൌ ܴܽ݊݀ሺ0,1ሻ 
(5)          if   x୸୲   reaches to  ݌௕௘௦௧ then  
(6)      Copy	݌௕௘௦௧	into	ݔ௭௧ 
(7)      end   
(8)          ݃௕௘௦௧=Optimum of all ݌௕௘௦௧ 
(9)          Repeat until ݇௭ 
(10)       end for 
(11)   end for 
(12)   for  ݅	 ൌ   ௡ do݌	…	1	
(13)     Compute  v୸ାଵ

୲  using eq.1 
(14)     Compute  x୸ାଵ

୲  using eq.2 
(15)    if		x୸ାଵ

୲  ௕௘௦௧ then; generate new local solution݌<
௭ାଵݔ		=௕௘௦௧݌    (16)

௧  
(17)        end if 
(18)    if		x୸ାଵ

୲ >݃௕௘௦௧; then generate new global solution 
(19)    ݃௕௘௦௧=		ݔ௭ାଵ

௧  
(20)        end  
(21)   end for 

____________________________________________ 
 

V. RESULTS  

The suggested technique Log-PSO is executed on a 
machine with the specification of 1.7 GHz Core (TM) i3-
4010U CPU processor and simulated in C++ programming 
language. For performance evaluation, 8 well known non-
linear benchmark function has been taken for the comparison 
of LL-PSO with basic PSO, SO-PSO, and HA-PSO. These 
functions are considered as worldwide famous function and 
commonly carried out to check the performance of any 
evolutionary technique. Table I contains the description of 
standard benchmark functions. The parameter of PSO is fixed 
as  ܿ1 ൌ ܿ2 ൌ 1.45 while the interval of inertia weight ݓ  is 
ሾ0.9,0.4ሿ	and the population size is 40. In Table I, Domain is a 
search space size where ௠݂௜௡  describing the global optimum 
value. All functions are implemented for 10 Runs while the 

maximum number of iterations is 3000. 

 
Fig. 2. Convergence Curves on ࢌ૚ 

 
Fig. 3. Convergence Curves on ࢌ૛ 

 
Fig. 4. Convergence Curves on ࢌ૜ 
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Fig. 5. Convergence Curves on ࢌ૝ 

 

Fig. 6. Convergence Curves on ࢌ૞ 

 

Fig. 7. Convergence Curves on ࢌ૟ 

 

Fig. 8. Convergence Curves on ࢌૠ 

 

Fig. 9. Convergence Curves on ࢌૡ 

A. Discussion 

The goal of this study is to investigate the performance 
effect of proposed technique LL-PSO. For this, a comparison 
of proposed technique has been made with basic PSO that is 
based on the uniform distribution, SO-PSO based Sobol 
distribution and HA-PSO based on Halton distribution. Table II 
shows the experimental results. The result for each function is 
spotlighted in bold. From Table II we can see that the 
convergence rate of proposed technique LL-PSO is better than 
other PSO variant PSO, SO-PSO and HA-PSO respectively. 
Experimental results proved the superiority of the proposed 
technique.    

VI. CONCLUSION 

  In This paper presents a novel technique for the 
initialization of population in the swarm. A set of non-linear 
benchmark test functions are utilized for experimental 
validation. The results reveal that using the proposed technique 
maintains the diversity of the swarm, improves the 
convergence speed, avoid from local minima and find the 
better region of the swarm. The results reveals that LL-PSO 
outperforms the standard PSO, PSO initialized with Sobol 
(SO-PSO) and PSO initialized with Halton sequences (HA-
PSO) The core objective of this research is generic but 
applicable to other stochastic based metaheuristic algorithm 
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that develops future direction of our work and also to use this 
initialization technique with any mutation operator. 

 

 

TABLE I.  DESCRIPTION OF 8 BENCH MARK FUNCTIONS 

SR# Function Name Objective Function Domain ࢔࢏࢓ࢌ ࢞∗ 

1 Schwefel 2.23 

݊݅ܯ ݂ሺݔሻ ൌ෍ݔ௜
ଵ଴

௡

௜ୀଵ

 

െ10 ൑ x୧ ൑ 10 0 (0,0,0…,0)

2  

Schwefel 2.21 

 

݊݅ܯ ݂ሺݔሻ ൌ
|௜ݔ|ݔܽ݉

1 ൏ ݅ ൏ ܦ
 

െ100 ൑ x୧ ൑ 100 0 (0,0,0…,0) 

3  

Schumer Steiglitz ݊݅ܯ ݂ሺݔሻ ൌ෍ݔ௜
ସ

௡

௜ୀଵ

 

െ5.12 ൑ x୧ ൑ 5.12 

 

0 (0,0,0…,0)

4 Chung Reynolds 

݊݅ܯ ݂ሺݔሻ ൌ ൭෍ݔ௜
ଶ

௡

௜ୀଵ

൱

ଶ

 

െ100 ൑ x୧ ൑ 100 0 (0,0,0…,0) 

5 Sum of different power 

݊݅ܯ  ݂ሺݔሻ ൌ෍|ݔ௜|௜ାଵ
௡

௜ୀଵ

 

െ1 ൑ x୧ ൑ 1 0 (0,0,0…,0)

6  

Moved axis parallel hyper-ellipsoid 

 

݊݅ܯ ݂ሺݔሻ ൌ෍5݅. ௜ݔ
ଶ

௡

௜ୀଵ

 

െ5.12 ൑ x୧ ൑ 5.12 0 (5*i) 

7 Axis parallel hyper-ellipsoid 

݊݅ܯ ݂ሺݔሻ ൌ෍݅. ௜ݔ
ଶ

௡

௜ୀଵ

 

െ5.12 ൑ x୧ ൑ 5.12 0 (0,0,0…,0)

8 Sphere 

݊݅ܯ ݂ሺݔሻ ൌ෍ݔ௜
ଶ

௡

௜ୀଵ

 

െ5.12 ൑ x୧ ൑ 5.12 

 

0 (0,0,0…,0) 
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TABLE II.  COMPERISON OF LOG-PSO WITH PSO,SO-PSO AND HA-PSO 

 
Functions 

 
Iter 

 
DIM 

PSO SO-PSO HA-PSO LOG-PSO 
Mean Std. Dev Mean Std. Dev Mean Std. Dev Mean Std. Dev 

 
F1 

1000 10 1.10E-294 0.00E+00 3.19E-301 0.00E+00 2.78E-307 0.00E+00 2.57E-317 0.00E+00 
2000 20 6.16E-271 0.00E+00 5.09E-276 0.00E+00 3.74E-270 0.00E+00 1.71E-276 0.00E+00 
3000 30 3.08E-207 0.00E+00 1.04E-200 0.00E+00 8.12E-209 0.00E+00 1.46E-217 0.00E+00 

 
F2 

1000 10 8.04E-26 2.41E-25 8.01E-27 2.40E-26 3.59E-27 1.08E-26 2.54E-27 7.63E-27 
2000 20 1.42E-08 4.26E-08 2.64E-11 7.93E-11 3.29E-10 9.86E-10 2.99E-12 8.97E-12 
3000 30 6.20E-03 1.86E-02 1.41E-03 4.23E-03 9.36E-03 2.81E-02 6.55E-06 1.97E-05 

F3 1000 10 2.23E-138 2.23E-138 2.23E-138 3.15E-137 4.35E-137 1.31E-136 3.16E-142 9.48E-142 
2000 20 3.79E-148 1.14E-147 7.87E-149 2.36E-148 4.19E-147 1.26E-146 4.97E-150 1.49E-149 
3000 30 4.43E-126 1.33E-125 7.52E-133 2.26E-132 1.57E-128 4.71E-128 9.42E-134 2.83E-134 

F4 1000 10 2.96E-157 8.87E-157 2.39E-157 7.18E-157 1.28E-157 3.84E-157 2.07E-159 6.21E-159 
2000 20 8.79E-177 0.00E+00 1.77E-184 0.00E+00 3.49E-183 0.00E+00 7.33E-190 0.00E+00 
3000 30 1.23E-82 3.68E-82 1.25E-116 3.74E-116 5.99E-130 5.99E-130 2.45E-134 7.35E-134 

F5 1000 10 1.70E-61 5.11E-61 4.45E-64 1.33E-63 7.29E-66 2.19E-65 3.07E-66 9.21E-66 
2000 20 3.25E-112 9.74E-112 4.39E-112 1.32E-111 5.01E-109 1.50E-108 2.41E-116 7.23E-116 
3000 30 7.21E-135 2.16E-134 4.10E-124 1.23E-123 1.51E-134 4.54E-134 2.36E-135 7.07E-135 

F6 1000 10 4.35E-79 1.30E-78 8.95E-79 2.69E-78 2.43E-78 7.30E-78 3.38E-80 1.02E-79 
2000 20 1.31E+01 3.93E+01 3.93E+01 1.18E+02 1.31E+01 3.93E+01 1.43E-88 4.30E-88 
3000 30 1.31E+02 3.93E+02 7.86E+01 2.36E+02 5.24E+01 1.57E+02 1.06E-66 3.18E-66 

F7 1000 10 8.70E-80 2.61E-79 1.79E-79 5.37E-79 4.87E-79 1.46E-78 6.77E-82 2.03E-81 
2000 20 2.62E+00 7.86E+00 7.86E+00 2.36E+01 2.62E+00 7.86E+00 2.86E-89 8.59E-89 
3000 30 2.62E+01 7.86E+01 1.57E+01 4.72E+01 1.05E+01 3.15E+01 2.12E-67 6.36E-67 

F8 1000 10 2.33E-74 7.36E-74 2.74E-76 8.66E-76 3.10E-77 9.79E-77 1.02E-78 3.05E-77 
2000 20 1.02E-84 3.22E-84 8.20E-88 2.59E-87 1.76E-90 5.58E-90 1.55E-90 4.66E-90 
3000 30 1.77E-26 5.32E-26 7.67E-20 2.30E-19 4.13E-32 1.24E-31 2.13E-56 6.38E-56 
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