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Abstract—This paper addresses the pertinent object localiza-
tion problem in deep convolutional neural networks by intro-
ducing a spatial fuzzy post-processing function which allows
the smooth transition of object edges within individual pixel’s
neighborhood. We accomplish the task of semantic segmentation
by first computing class weights as a means of avoiding class
bias or imbalance training. Our proposed FuzzyNet runs a
convolutional encoder-decoder network architecture with the
following novel features: (i) It incorporates a new Global Context
Spatial Module (GCSM) (ii) It exploits the atrous spatial pyramid
structure for enriching the semantic encoding (iii) It incorporates
the transfer of lower level features connected to higher levels
with contextual spatial feature maps (iv) It effectively achieves an
attention component with an extensive focus on objects of interest.
Thus, the fusion of spatial fuzzy function enables normalization
of intensity variation at different object boundaries, avoidance
of poor localization and ultimately resulting in quality semantic
segmentation. The evaluation of our proposed FuzzyNet model
achieves improved performance with respect to the accuracy and
object boundary refinement on the PASCAL VOC 2012 and
CamVid benchmark datasets.

Index Terms—semantic segmentation, deep convolutional net-
work, fully convolutional network, fuzzy function, refinement
network, deep learning

I. INTRODUCTION

Dense classification or semantic segmentation which is a
huge branch of computer vision, involving pixel level classifi-
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cation and labeling has seen considerable usefulness ranging
from scene parsing, GeoSensing and autonomous driving to
robotics [1]. Though recent advances in convolutional neural
network (CNN) has increased performances in tasks such as
image recognition and classification, it however still suffers
from poor localization due to loss of spatial feature from
downsampling, and ultimately, coarse edge in pixel-to-pixel
labeling [2].

Consequently, Fully Convolutional Networks (FCN) which
is made up of downsampling and upsampling Encoder-
Decoder model have been adopted to maintain the spatial
resolution of convolutional feature maps [3]. Often, the en-
coder is mainly convolutional layers stacked to learn feature
maps and then scaled up to the input image size by a decoder
model. Regularly, the decoder adopts bilinear interpolation
or deconvolution learning to scale up image resolution [4].
This encoder-decoder idea helps to complement each other’s
weaknesses. First, most decoder try to retain spatial encoding
from low level feature in the lower convolutional stack to
other higher layers by connecting residual blocks [5], pro-
viding contextual relationships from layers to layers. Hence,
supplementing the decoder’s generation of spatially rich high-
resolution feature maps for accurate sematic segmentation
and comparison [6]. Similarly, this ensures consistent spatial
alignment of image edges, curves and object boundaries.

Notwithstanding, the task of semantic segmentation remains
daunting, resulting in coarse edges and blurry object bound-
aries [7]. This is principally because of heterogeneous and
complex pictorial content as displayed in Fig. 1 and 2. Under-
standably, contextual information and spatial relationships in
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Fig. 1. Illustration of complex scenes in the PASCAL VOC 2012 dataset.

sematic segmentation remains a major concern. This underlies
imperatively the weightiness of global context and the transfer
of spatial coordinate along all stacks of encoder and decoder
branches. Our algorithm first implements class weighting to
avoid class imbalance or bias training on more dominant
classes in the dataset. Additionally, a new spatial path and
global context transfer network is presented in this work,
termed Global Context Spatial Module (GCSM).

This efficiently eliminates spatial information loss alongside
permitting contextual information flow from lower level con-
volutional feature to other higher levels. Conjointly, we explore
a post-processing spatial fuzzy function to solve the inherent
problem of object boundary localization. Our proposed model
has a number of contributions as follows:

• Imbalance regularization: We highlight the adverse effect
of imbalance class in segmentation. Our label classes
are effectively computed using label median frequency
to balance dominancy in classes and improve training
against bias learning as depicted in Table 1 and Fig. 3.

• Spatial and contextual connectivity: We propose a novel
semantic information transfer network from low-level
high-resolution features to high-level low-resolution fea-
tures. Explicitly, our designed Global Spatial Context and
Global Atrous Module proves the preservation of spatial
features and attention exertion.

• Smoothness: We effectively extend fully connected net-
works with post processing fuzzy spatial function at
acceptable cost, achieving improved localization devoid
of coarse invariance.

The organization of this paper is as follows: Section 2 visits
summary of backbone approaches implemented in semantic
segmentation, while Section 3 describes our preliminary val-
ues. Section 4 gives a detailed description of our model with
its implementation in section 5 and Section 6 highlights the
summary of the paper under the conclusion.

Fig. 2. Illustration of complex scenes in the CamVid dataset.

II. RELATED WORK

The Fully Convolution Network (FCN) has been adopted
as the backbone model for semantic segmentation because
of the inherent invariant property of the classical CNN as
well as its ability to combat its spatial consequence with
a deconvolution network [8]. Furthermore, FCN have seen
enhanced application in other computer vision tasks such as
spot the difference, image restoration and depth estimation [9].
Nonetheless, due to the architecture’s alternating convolution
and pooling computation, FCN possess low resolution fea-
ture map prediction drawback which have been addressed to
varying degrees by several techniques. For instance, [10] used
basic bilinear interpolation to derive finer details of the coarse
heat maps generated from classical CNN to high resolution
feature maps good for semantic segmentation. They achieved
this by direct upsampling and aggregating present layer output
with preceding features in the decoder network. The authors
in [11] utilize data augmentation to overcome training dataset
limitation, hence, permitting larger network design which con-
sists of contracting path for transmitting context information
to the upsampled layers. SegNet [12] implemented a VGG
network as the encoder, alongside a decoder layer having
pooling indices transferred from corresponding encoder layer
to upstream decoder network. These pooling connections then
forfeits the need to learn upsample feature maps, achieving
better segmentation result. The concept of Atrous convolution
which introduces certain spaces between kernel values was
utilized by [13] to achieve dense feature map generation. These
dilated convolutions improve feature resolution by enlarging
filters’ field of view.

In addition, a dilated pooling with different rate was intro-
duced to robustly capture image context, allowing the multi-
scale pooling layers to be summed at a later layer, enriching
its contextual information, thus improving performance [14]. A
chained residual pooling consisting of aggregation of convolu-
tion and indices transfer in [15] could encode contextual infor-
mation efficiently, refining the model with residual connections
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Fig. 3. CamVid Dataset class pixel frequency count

along the subsample terrain. In addressing the problem of
localization, [16] utilized a globally constructed network using
large convolution filter size to improve boundary refinement.
Alongside modifying classical CNN with atrous convolutions,
[17] added a post processing probabilistic model to refine their
end-to-end model, ensuring a more refined segmentation out-
put. Furthermore, global context encoding was exploited using
L2 normalization to fuse different scales of pooling features
in a bid to stabilize training and improve accuracy [18]. With
the aim of getting a more compact feature resolution, authors
in [19] used a densely connected multi scale atrous pooling
model to achieve large scale contextual semantic information
in a denser range. A model designed to take advantage of early
sampling such that a more compressed output is achieved to
eliminate redundancy [20]. This architecture is particularly fast
for inference with high accuracy. More semantic concept and
information was encoded from low level features to higher
levels by augmenting the transfer of feature resolution along
the upsampling layers with real time inference [21].

III. FUZZYNET

Here, we epitomize our propose FuzzyNet model which is a
new Fully Convolution Network (FCN) framework of encoder-
decoder network with a novel context-spatial path and post
processing refinement function as indicated in Fig. 4 and 5.
We discuss its effectiveness for achieving refined semantic
segmentation task. The network is initiated by processing
dataset class labels to avoid biased training.

A. Structural Design

1) Class weighting: In most segmentation datasets, the
pixels by class labels differ for each classes. In most cases,
some classes have very large pixel count while others have low
counts. Such scenario if unchecked may result in class bias or
imbalance training as dominant classes are at an advantage.
The class distribution of the CamVid dataset by class pixel

TABLE I
CLASS PIXEL LABEL DISTRIBUTION IN THE CAMVID DATASET

Class Pixel Count
Sky 7.6801e+07
Building 1.1737e+08
Pole 4.7987e+06
Road 1.4054e+08
Pavement 3.3614e+07
Tree 5.4259e+07
SignPost 5.2242e+06
Fence 6.9211e+06
Car 2.4437e+07
Pedestrian 3.4029e+06
Bicyclist 2.5912e+06

count as illustrated in Table 1 and Fig. 3 portrays the imbalance
nature of the various classes.

To extenuate the effect of class imbalance on our training,
we weighted the class labels by the median of total class pixel
to the total number of images in each class [2].

2) Encoder: We take advantage of CNN’s invariance prop-
erty and ability to extract features from images. By imple-
menting a stacked layer of convolutions, we obtain a fully
learned filter weights which are capable of recognizing dif-
ferent objects as well as classifying their pixels into a class
for segmentation purposes [7]. For our encoder model, we
adopted the ResNet architecture [22] which was able to learn
an identity function of the encoder’s sub-networks. That is,
given an input x and output H(x) of a particular sub-network,
the underlying difference or residual F (x) is also learned
such that the pertinent curse of dimensionality and vanish-
ing gradient problems of deep CNN are subjugated during
backpropagation. However, we added the hole algorithm of
[23] by using atrous or dilated rate convolutions for dense
computation.

3) Decoder: Owing to subsampling operation, the encoder
outputs somewhat coarse feature maps that must be semanti-
cally refined to achieve fine-grained localization accuracy in
pixel space [17]. This is addressed by upsampling to higher
resolution through bilinear interpolation, taking weighted aver-
age of neighboring pixels, hence relinquishing computational
cost for upsampling learning. Also, skip connections from pre-
vious layers along the model are strategically embedded into
the decoder to establish contextual and spatial reconstruction
[6].

4) Atrous Convolution and Pooling: Atrous convolution
which introduces specified spacing between kernel values
conclusively allows increase in receptive field of view. This is
achieved without multiple convolutions, advertently resulting
in efficient and denser feature maps extraction. Allowing
fewer parameters, faster computation and an output of larger
resolution. Alongside, atrous pooling is implemented for cap-
turing multiscale objects and their sizes, retaining contextual
information densely. The popular and effective atrous spatial
pyramid pooling is designed by concatenating different atrous
rates of pooling labels to avoid biased training.
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Fig. 4. Our proposed model with our tailored backbone and post processing function.

B. Spatial and Context Extraction Module
1) Global Atrous Module: Since bottlenecks obtain com-

pressed representation of input image with reduced feature
dimensionality, the means of conveying such representation to
the decoder must be especially thoughtful, both contextually
and spatially for productive feature reuse [3]. Bolstering that,
we introduce a pyramidal atrous convoluted bottleneck with
four different rates 1, 2, 3 and 4 receptively. As different atrous
convolution rate captures varying low level features, it ensures
the sustenance of multi-scale object sizes, incorporating their
spatial context, and eventually improving the task of semantic
segmentation.

Fig. 5. Fuzzy function mapping with spatial neighborhood cluster.

2) Global Spatial Context: Efficient use of skip connections
from previous layer is very decisive in semantic segmentation
tasks, especially prior to downsampling. This effort helps to

fine-grain convoluted features with captured context which
results in improved localization [4]. Here, we establish a new
context path which is able to propagate contextual information
along feature layers with their spatial tendencies and bound-
aries. Our spatial context path utilizes global ambiance for
overall scene understanding and interpretation, thus, helping to
classify object with basic understanding of scenery and cues
as relating to global information such as nearby objects. This
is achieved by employing spatial pyramid pooling path which
is specially designed to enrich convolution operations.

C. Refinement Function

1) Spatial Fuzzy Function: Unlike classification, coarse
feature maps are not pleasing for segmentation. Here, a post-
bilinear interpolation spatial fuzzy function which individually
evaluates the class of pixels is implemented. This is done by
considering a certain neighboring region of 10*10 window size
[24] as described in Fig. 5. Each pixel is refined by taking the
euclidean distance to surrounding pixel. The individual pixel
optimization particularly eliminates intensity inhomogeneity,
thereby refining object boundaries and effectively improving
localization. For instance, given X = (x1, x2, x3, . . . . . . , xN)
pixels ranging to N , the objective function J is defined as:
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J =
N∑
j=1

c∑
i=1

∑
kεNB(Xj)

Uij ‖ xj − vi ‖2 . (1)

Where Uij is represented as pixel Xj association to the
ith class, NB(Xj) is represented as a square window around
pixel Xj . The saddle point or local minimum vi of the ith
class is then represented as :

Uij =
1∑c

k=1(xj − vi/xj − vk)2/(m−1)
. (2)

Vi =

∑N
J=1 Uijm∑N
J=1 Uijm

. (3)

The fuzziness is controlled by parameter m = 2 as of-
ten used in literature. A pixel is then finally classified to
a particular class in which it has the highest probability.
The added advantage of this is that objects become even
more homogenous by removing spurious blobs and smoothing
connecting pixels with neighborhood function. Though the
refinement outcome have a degree of fuzzy membership to
all the classes, we ultimately assign each pixel to the class
with the highest probability. As such, the global information
of a scene is included in determining the class of an object,
this is especially useful at object’s boundaries and edges.

D. Architecture

For encoding contextually rich global and spatial informa-
tion, we propose FuzzyNet for semantic segmentation. First,
the datasets are preprocessed by weighting the class labels
for training enhancement. Afterwards, a pretrained ResNet
50 network is transferred as the encoder model, helping to
achieve high classification of objects with a bilinear model as
the decoder. In between, we designed a global atrous module
with different atrous rate for conveying spatial contextual
features to the up-sample layers. Specifically, our global spatial
context module channels global information from low-level
high-dimensional feature maps to high-level low-dimensional
feature maps along the model. The combination of the global
atrous module and global spatial context module essentially
incorporates larger receptive field and richer spatial informa-
tion for increased performance. Subsequently, the output of the
model is further spatially ingrained with a fuzzy function to
refine objects boundaries, considering a specified neighbored.

IV. EXPERIMENTS

Experimental results and analysis of our model is compared
to other state-of-the-art approaches. Pascal VOC 2012 and
CamVid benchmark datasets are used for evaluating and result
comparison in accomplishing contextual information identifi-
cation and labeling.

A. Dataset

The PASCAL (Pattern Analysis, Statistical Modeling and
Computational Learning) VOC (Visual Object Classes) [25]
is the mostly used semantic segmentation dataset. It consists
of 1464, 1449 and 1456 training, validation and testing data
respectively with a total of 20 classes and another for the
image background. Also, the CamVid dataset [26] is a 960
* 720 resolution scene understanding dataset containing 701
annotated images of training, testing and validation sets of
367, 233 and 101 respectively. Furthermore, during training,
the datasets are augmented to increase learning capability
by flipping, translation, rotation, scaling and combinations
between 10 and -10 degrees and random scaling between 0.5
and 2 during the training process.

B. Training

Cross entropy loss function is used for finding performance
cost and we performed back propagation using mini-batch
stochastic gradient descent as the optimizer with a batch size
of 12, momentum of 0.99, weight decay of 0.0001 and a base
learning rate of 1e-10. The poly learning rate of 10-1, 10-2, 10-
3 and 10-4 was adopted as in [13] at 1, 30, 60, and 90 epochs
respectively the training iteration is set to 1e+5 for PASCAL
VOC and CamVid dataset respectively for 120 epochs.

C. Evaluation Metric

The mean Intersection over Union (mIoU) is used for
qualitative performance evaluation. Given a number of class
C, ground truth mask G and predicted output P , the IOU
quantifies the percentage overlap of G to P for all C [27].

D. Ablation study

1) Baseline: We use the FCN model [10] as our backbone,
it is a contemporary fully connected network of encoder-
decoder model. The FCN model utilized here is built on
ResNet50 Network instead of the VGG16 Net used in [10]
without our Global Spatial Context, Global Atrous Module
and Spatial Fuzzy Refinement Function, yielding a mIoU of
67.5% on the PASCAL VOC 2012 dataset and 61.3% on the
CamVid dataset.

2) GCSM: Accordingly, we added the Global Spatial
Context (GSC) and Global Atrous Module (GAM) to our
backbone, this is termed as Global Context Spatial Module
(GCSM).

Though our backbone accomplishes the task of segmen-
tation, the addition of spatial and global module increases
accuracy as they both enrich semantic context by incorporating
spatial information which improves segmentation. Also, the
multi scale convolution at the bottleneck improves labelling of
small and large objects. Transferring contextual information
from different receptive field appears to be an important
tactics for capturing objects of different sizes. Qualitative
and quantitative experimental evaluation of our models are
highlighted. Table 2 & 3 display the quantitative results of
our model on the PASCAL VOC 2012 and CamVid dataset
while Fig. 6 depicts the model’s segmentational accuracy.
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TABLE II
EVALUATION OF ABLATION STUDIES ON CAMVID TEST SET
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mIoU(%)
ApesNet [28] 76.0 80.2 95.7 84.2 52.3 93.9 59.9 43.8 42.6 87.6 46.1
ENet [20] 74.7 77.8 95.1 82.4 51.0 95.1 67.2 51.7 35.4 86.7 34.1 51.3
SegNet [12] 88.8 87.3 92.4 82.1 20.5 97.2 57.1 49.3 27.5 84.4 30.7 55.6
LinkNet [29] 88.8 85.3 92.8 77.6 41.7 96.8 57.0 57.8 37.8 88.4 27.2 55.8
FCN8 [10] 77.8 71.0 88.7 76.1 32.7 91.2 41.7 24.4 19.9 72.7 31.0 57.0
AttentionM [3] 88.4 84.5 93.4 84.9 48.8 95.6 61.8 54.8 38.4 90.5 47.7 60.1
DeepLab - LFOV [17] 81.5 74.6 89.0 82.2 42.3 92.2 48.4 27.2 14.3 75.4 50.1 61.6
Dilation8 [30] 82.6 76.2 89.0 84.0 46.9 92.2 56.3 35.8 23.4 75.3 55.5 65.3
BiseNet [31] 83.0 75.8 92.0 83.7 46.5 94.6 58.8 53.6 31.9 81.4 54.0 68.7
FuzzyNet (Ours) 83.2 77.1 91.7 85.6 47.3 93.1 59.4 54.2 38.7 81.9 56.1 69.9

TABLE III
EVALUATION OF ABLATION STUDIES ON PASCAL VOC 2012 TEST SET

A
er

o

B
ik

e

B
ir

d

B
oa

t

B
ot

tle

B
us

C
ar

C
at

C
ha

ir

C
ow

Ta
bl

e

D
og

H
or

se

M
bi

k e

Pe
rs

on

Pl
an

t

Sh
ee

p

So
fa

Tr
ai

n

T
v

m
Io

U

FCN8 [10] 76.8 34.2 68.9 49.4 60.3 75.3 74.7 77.6 21.4 62.5 46.8 71.8 63.9 76.5 73.9 45.2 72.4 37.4 70.9 55.1 62.2
PSP-CRF [32] 81.4 35.7 71.8 65.8 73.1 82.1 79.0 80.5 32.3 65.6 40.7 70.3 68.1 71.2 72.9 29.3 74.4 45.0 77.4 63.4 65.4
Zoom Out [33] 85.6 37.3 83.2 62.5 66.0 85.1 80.7 84.9 27.2 73.2 57.5 78.1 79.2 81.1 77.1 53.6 74.0 49.2 71.7 63.3 69.6
DeepLab1 [17] 84.4 54.5 81.5 63.6 65.9 85.1 79.1 83.4 30.7 74.1 59.8 79.0 76.1 83.2 80.8 59.7 82.2 50.4 73.1 63.7 71.6
DeConvNet [4] 89.9 39.3 79.7 63.9 68.2 87.4 81.2 86.1 28.5 77.0 62.0 79.0 80.3 83.6 80.2 58.8 83.4 54.3 80.7 65.0 72.5
GCRF [34] 85.2 43.9 83.3 65.2 68.3 89.0 82.7 85.3 31.1 79.5 63.3 80.5 79.3 85.5 81.0 60.5 85.5 52.0 77.3 65.1 73.2
DPN [35] 87.7 59.4 78.4 64.9 70.3 89.3 83.5 86.1 31.7 79.9 62.6 81.9 80.0 83.5 82.3 60.5 83.2 53.4 77.9 65.0 74.1
Piecewise [36] 90.6 37.6 80.0 67.8 74.4 92.0 85.2 86.2 39.1 81.2 58.9 83.8 83.9 84.3 84.8 62.1 83.2 58.2 80.8 72.3 75.3
FuzzyNet (Ours) 91.2 61.1 85.5 68.1 75.3 92.5 84.6 87.9 40.2 88.4 66.4 86.5 87.2 85.6 85.2 64.7 88.2 61.5 80.2 73.0 78.3

First, the Atrous convolutions ensures that receptive field of
views are enlarged without increment in number of parameters,
effectively reducing about 2% of computational time compared
to the baseline. Conjointly, it incorporates larger context which
extracts long range information and reduces blurriness as
depicted in Fig. 6.

• PASCAL VOC 2012 Dataset: Likewise, the introduction
of atrous spatial pyramid pooling allows control of the
feature resolution responses by segmenting objects at
different scales. Compared to the baseline which doesn’t
include Atrous Spatial Pyramid Pooling (ASPP), object
classes having big scales such as airplane, train and boat
have increased 3% segmentation accuracy as displayed
in Table 2. Furthermore, smaller objects are observed to
have about 2% improvement. We argue that the atrous
spatial pooling multiple scaling sizes encode image con-
text in dimensions which is beneficial to objects with
several ranges on size unlike classical pooling which is
limited to a fixed size. Evaluating on the test set scores
74.8%. The visualization effects are well depicted in Fig
6.

• CamVid Dataset: Our model effectively demonstrates
pixel-wise prediction accuracy compared to the baseline
as very large object class such as fence, pavement, road,
building and sky are well labeled due to increased recep-
tive field. Also, the smaller object classes benefit from the
smaller receptive field scales. Imperatively, our context

module boosts an improvement of 6% to the baseline
for encoding densely connected features between the
layers. The different variation and transformation at each
layer are adequately complemented by enriched spatial
information from previous feature-maps which infuses
dense connections, representing a global context which
preserves and captures enough spatial information. The
consideration of different feature levels is complimented
with scaling capable of extracting necessary information.
This attention inclusion achieves an improvement boost
of 65.7% on the test set, outperforming several other
recent approaches.

3) FUZZYNET: In addition to GCSM, we included the
Spatial Fuzzy Refinement Function. From the results shown,
it demonstrates clearly that our proposed model achieves the
highest result as shown in Fig. 6.

• PASCAL VOC 2012 Dataset: Mostly, the pixels at the
edges of objects or the object boundary returns noisy
predictions due to misalignment with other objects’ pixels
or the background regions. Introducing the post process-
ing spatial fuzzy function ensures 9% blob elimination
compared to our baseline and 4% compared to our
GCSM model. Because of pooling which occurs during
convolution, the reduced resolution often misaligns labels
especially at object boundaries and intersection with other
objects and background. As such, localization at the edges
becomes noisy and blurry. Apparently, incorporating a
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Fig. 6. Visualization results from our proposed FuzzyNet architecture on PASCAL VOC set. From left to right: input image, GCSM prediction, FuzzyNet
prediction and ground truth.

fuzzy neighborhood window allows the boundary pixels
to ensure segmentation into different classes by finding
the Euclidean distance of the pixel to the constituent
classes around. The fuzziness allows sharing of pixel
membership based on proximity but ultimately classify-
ing each pixel to a single class with which the highest
probability is attributed. This ensures increment in local-
ization accuracy as well as elimination of blurs to a test
evaluation of 78.3% mIoU. The boundary and localization
increment based on the fuzzy iterations are depicted in
Fig. 6.

• CamVid Dataset: At the object’s boundary, pixels incon-
sistencies affected localization severely with the baseline,
this is due to consistent resolution reduction in convolu-

tion. We fine-tune the image boundaries with iterative
pixel distance computation for each class. Different win-
dow sizes ranging from 3 to 15 are tried. smaller window
sizes show little improvement over the baseline while
window size from 10 and above shows same results. We
therefore settled for window size of 10. The iterations
are set to 50 after several experiments which indicates
consistent results after the 50th iteration. Our proposed
model shows a well refined boundary which translates
into improved localization accuracy of 4% increase com-
pared to SGMFCN and 9% compared to the baseline. The
results of this is as well depicted in Table 3 and Fig. 6
with a mIOU of 69.9%.
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E. Implementation

We trained our model using MatLab R2018b and Keras
2.2.4 on Intel Core (TM) i7-8700 CPU, 16GB RAM computer
with a single NVIDIA GeForce GTX 1080 Ti graphics card.
This took a total period of 7 hours.

V. CONCLUSION

In this paper, we achieved semantic image segmentation
task by applying deep convolutional neural network back-
bone alongside a novel global context spatial module with
a refinement function. Particularly, we exploit the concept of
human visual cortex mechanism to encode attention as well
as preserve neural nets spatial capability. Using a supervise
means of learning, our model learns prelabeled dataset to
extract low level and high-level features of images, subse-
quently classifying such pixels into their individual classes.
To overcome the effect of convolutional pooling, we refined
our model’s output by introducing a spatial fuzzy function.
We investigated the efficiency and effectiveness of our design
by running ablation studies and evaluation using widely rec-
ognized PASCAL VOC 2012 and CamVid dataset, yielding
highly competitive segmentation results.
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