
 
 

 

  
Abstract— This research presents results of the utilization of 

selected discrete chaotic map, which is Dissipative standard map, as 
the driving pseudo-random number generator for the differential 
evolution (DE) optimization algorithm in the task of PID controller 
design for the 4th order dynamical system. Moreover, the detailed 
performance analysis of ChaosDE and canonical version of DE is 
present here. Finally the results are compared with previously 
published results of other heuristics and discussed. 
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I. INTRODUCTION 

URRENTLY the methods based on soft computing such 
as neural networks, evolutionary algorithms, fuzzy logic, 

and genetic programming are known as powerful tool for 
almost any difficult and complex optimization problem. 

In the past decades, PID controllers became a fundamental 
part of many automatic systems. The successful design of PID 
controller was mostly based on deterministic methods 
involving complex mathematics [1, 2].  

Recently, different soft-computing methods were used with 
promising results for solving the complex task of PID 
controller design [3], [4]. These techniques [6-9] use random 
operations and typically use various kinds of pseudo-random 
number generators (PRNGs) that depend on the platform the 
algorithm is implemented. More recently it was shown that 
chaotic systems could be used as PRNGs for various 
stochastic methods with great results. Some of these chaos 
driven stochastic methods were tested on the task of PID 
controller design in [5]. In [10] it was shown that Particle 
Swarm optimization (PSO) algorithm could deal with the task 
of PID controller design with very good results. Following 
that in [10 - 13] the performance of chaos driven PSO 
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algorithm was tested on this task with great results.  
In this paper, the influence of promising discrete dissipative 

chaotic system to the performance of chaos driven heuristic 
algorithm, which is DE, is investigated and results are 
compared with previously published results of chaos driven 
evolutionary algorithm PSO [10 - 13] and with other 
techniques [3,5] as well as with the canonical versions of DE 
(without chaotic pseudo-random number generator - CPRNG). 

II. MOTIVATION 

Till now the chaos was observed in many of various 
systems (including evolutionary one) and in the last few years 
is also used to replace pseudo-number generators (PRGNs) in 
evolutionary algorithms (EAs). 

This research is a continuation of the previous successful 
initial application based experiment with chaos driven DE [5], 
[14], [15]. In this paper the DE/rand/1/bin strategy driven by 
Dissipative chaotic map (system) was utilized to solve the 
issue of evolutionary optimization of PID controller settings. 
Thus the idea was to utilize the hidden chaotic dynamics in 
pseudo random sequences given by chaotic Dissipative map 
system to help Differential evolution algorithm in searching 
for the best controller settings. 

Recent research in chaos driven heuristics has been fueled 
with the predisposition that unlike stochastic approaches, a 
chaotic approach is able to bypass local optima stagnation. 
This one clause is of deep importance to evolutionary 
algorithms. A chaotic approach generally uses the chaotic map 
in the place of a pseudo random number generator [16]. This 
causes the heuristic to map unique regions, since the chaotic 
map iterates to new regions. The task is then to select a very 
good chaotic map as the pseudo random number generator. 

The primary aim of this work is not to develop a new type 
of pseudo random number generator, which should pass many 
statistical tests, but to try to test, analyze and compare the 
implementation of different natural chaotic dynamics as the 
CPRNGs, thus to analyze and highlight the different 
influences to the system, which utilizes the selected CPRNG 
(including the evolutionary computational techniques). 

III. DIFFERENTIAL EVOLUTION ALGORITHM 

DE is a population-based optimization method that works 
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on real-number-coded individuals [9]. For each individual 

Gix ,


 in the current generation G, DE generates a new trial 

individual Gix ,′


 by adding the weighted difference between 

two randomly selected individuals Grx ,1


 and Grx ,2


 to a 

randomly selected third individual Grx ,3


. The resulting 

individual Gix ,′


 is crossed-over with the original 

individual Gix ,


. The fitness of the resulting individual, referred 

to as a perturbed vector 1, +Giu


, is then compared with the 

fitness of Gix ,


. If the fitness of 1, +Giu


 is greater than the fitness 

of Gix ,


, then Gix ,


 is replaced with 1, +Giu


; otherwise, Gix ,


 

remains in the population as 1, +Gix


. DE is quite robust, fast, 

and effective, with global optimization ability. It does not 
require the objective function to be differentiable, and it 
works well even with noisy and time-dependent objective 
functions. Description of used DERand1Bin strategy is 
presented in (1). Please refer to [9], [17], [18] and [19] for the 
description of all other strategies.  

( )GrGrGrGi xxFxu ,3,2,11, −⋅+=+   (1) 

The pseudo-code of DE is depicted in Figure 1, where D is the 
size of the problem, Gmax is the maximum number of 
generations, NP is the total number of solutions, F is the 
scaling factor, CR is the factor for crossover, x(lo) and x(hi) 
represents the initial bounds of the solutions; and three 
random numbers r1, r2, r3 are selected, unique to each other. 
 

 
Fig. 1 DE Pseudocode 

IV. THE CONCEPT OF CHAOS DE 

The general idea of CPRNG is to replace the default PRNG 
with the chaotic system. As the chaotic system is a set of 
equations with a static start position, we created a random start 
position of the system, in order to have different start position 
for different experiments. This random position is initialized 
with the default PRNG, as a one-off randomizer. Once the 
start position of the chaotic system has been obtained, the 
system generates the next sequence using its current position. 

Generally there exist many other approaches as to how to 
deal with the negative numbers as well as with the scaling of 
the wide range of the numbers given by the chaotic systems 
into the typical range 0 – 1: 

• Finding of the maximum value of the pre-generated long 
discrete sequence and dividing of all the values in the 
sequence with such a maxval number. 

• Shifting of all values to the positive numbers (avoiding of 
ABS command) and scaling. 

As two different types of numbers are required in 
ChaosDE; real and integers, the use of modulo operators is 
used to obtain values between the specified ranges, as given in 
the following equations (2) and (3): 

rndreal = mod (abs (rndChaos) , 1.0) (2) 

rndint = mod (abs (rndChaos) , 1.0) × Range + 1 (3) 

Where abs refers to the absolute portion of the chaotic map 
generated number rndChaos, and mod is the modulo operator. 
Range specifies the value (inclusive) till where the number is 
to be scaled. 

V. SELECTED CHAOTIC SYSTEM – DISSIPATIVE MAP 

This section contains the description of discrete dissipative 
chaotic map, which was used as the chaotic pseudo random 
generator. In this research, direct output iterations of the 
chaotic map were used for the generation of the both integer 
numbers and real numbers scaled into the typical range for 
random function: <0 - 1>. Following chaotic system was used: 
Dissipative Standard Map (4). 

The Dissipative Standard map is a two-dimensional chaotic 
map. The parameters used in this work are b = 0.6 and k = 8.8 
as suggested in [20]. The map equations are given in (4). 
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The x,y plot of Dissipative map is depicted in Fig. 2. The 
typical chaotic behavior of the utilized chaotic map, 
represented by the example of simulation of chaotic map for 
the variable y is depicted in Fig. 3. Whereas Fig. 4 represents 
the discrete direct outputs of the chaotic system. 

The illustrative histograms of the distribution of real 
numbers transferred into the range <0 - 1> generated by 
means of studied chaotic system is in Fig. 5. 

Finally the Fig. 6 shows the example of dynamical 
sequencing during the generating of pseudo number numbers 
by means of studied CPRNG for long data series and Fig. 7 
represents the detailed view of hidden chaotic dynamics 
influencing the generation of pseudo-random numbers. 

 

NTERNATIONAL JOURNAL OF MATHEMATICS AND COMPUTERS IN SIMULATION Volume 13, 2019

ISSN: 1998-0159 135



 
 

 

 

Fig. 2 x, y plot of the Dissipative standard map 

 

 

Fig. 3 Simulation of the Dissipative map (variable y – line-plot) 

 

 

Fig. 4 Direct output iterations of the Dissipative map – variable x 

 

 

Fig. 5 Histogram of the distribution of real numbers transferred into the range 
<0 - 1> generated by means of the chaotic Dissipative standard map – 5000 
samples 

 

 

Fig. 6 Example of the chaotic dynamics: range <0 - 1> generated by means of 
the chaotic Dissipative standard map 

 

 

Fig. 7 Detailed example of the chaotic dynamics - sequencing: range <0 - 1> 
generated by means of the chaotic Dissipative standard map 
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VI. PROBLEM DESIGN 

A. PID Controller 

The PID controller contains three unique parts; 
proportional, integral and derivative controller [1-4]. A 
simplified form in Laplace domain is given in (5). 
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(5) 

The PID form most suitable for analytical calculations is given 
in (6). 

sk
s

k
ksG d

i
p ++=)(  (6) 

The parameters are related to the standard form through:  
kp = K, ki = K/Ti and kd = KTd. Acquisition of the combination 
of these three parameters that gives the lowest value of the test 
criterions was the objective of this research. 
Selected controlled system was the 4th order system that is 
given by Eq. 7. 

ssss
sG

6116

1
)(

234 +++
=  (7) 

 

B. Cost function 

Test criterion measures properties of output transfer 
function and can indicate quality of regulation [1-4]. 
Following four different integral criterions were used for the 
test and comparison purposes: IAE (Integral Absolute Error), 
ITAE (Integral Time Absolute Error), ISE (Integral Square 
Error) and MSE (Mean Square Error). These test criterions 
(given by Eq. 8 – 11) were minimized within the cost 
functions for the both chaos enhanced and canonical heuristic. 

 
 

a) Integral of Time multiplied by Absolute Error (ITAE) 

I ITAE = t e t( ) dt
0

T

 (8) 

b) Integral of Absolute Magnitude of the Error (IAE) 

I IAE = e t( ) dt
0

T

 (9) 

c) Integral of the Square of the Error (ISE) 

I ISE = e2 t( )dt
0

T

 (10) 

d) Mean of the Square of the Error (MSE) 

IMSE =
1

n
e t( )( )2

i=1

n

 (11) 

 

VII. RESULTS 

In this section, the results obtained within experiments with 
ChaosDE algorithm driven by Dissipative standard map are 
compared with previously published works [3, 5, 10 - 13]. 
Table 1 shows the typical used settings for the both ChaosDe 
and Canonical DE.  

TABLE I.  DE SETTINGS  

DE Parameter Value 
PopSize 25 
F 0.8 
CR 0.8 
Generations 50 
Max. CF Evaluations (CFE) 750 

 

Best results obtained for each method are given in Table 2. 
The bold values within the all Tables depict the best obtained 
results. 

Furthermore an example of comparison of the step 
responses of the system with PID controllers designed by 
means of Chaos DE and Canonical DE is depicted in Fig 8. 

 
 

TABLE II.  COMPARISONS OF RESULTS FOR OTHER HEURISTICS – 4TH ORDER SYSTEM PID CONTROLLER DESIGN 

Criterion ZN 
Step Response Canonical DE Chaos DE Chaos SOMA PSO Chaos PSO 

IAE 34.9413 12.3262 12.3260 12.3305 12.3738 12.3479 

ITAE 137.5650 15.1935 15.1919 15.3846 16.4079 15.5334 

ISE 17.8426 6.40515 6.40515 6.41026 6.40538 6.40516 

MSE 0.089213 0.032026 0.032026 0.032027 0.032030 0.032026 
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Fig. 8 Comparison of system responses – 4th order system  – best results given by ChaosDE (left) and Canonical DE (right) 

 
 

VIII. PERFORMANCE ANALYSIS OF CHAOSDE 

The statistical results of the experiments for all four 
evaluated criterions are shown in Tables 3 – 6. These Tables 
represent the simple statistics for cost function (CF) values, 
e.g. average, median, maximum values, standard deviations 
and minimum values representing the best individual solution 
for all 50 repeated runs of canonical DE and ChaosDE. 
Illustrative graphical comparisons of time evolution of CF 
values (average values from 50 repeated runs) for both 
ChaosDE and Canonical DE and all four criterions are 

depicted in Fig 9. Based on the numerical and graphical 
results, it is possible to claim, that the chaos driven 
(embedded) heuristics has given better overall performance in 
finding the best settings of PID controller for IAE and ITAE 
criterions. For the remaining two criterions (ISE and MSE), 
the performance of both studied heuristics is comparable, a 
slightly better results are obtained through the utilization of 
ChaosDE (See StdDev values – although the average and 
median values are identical). 

 

 

TABLE III.  STATISTICAL RESULTS OF ALL 50 RUNS OF CHAOS DE AND CANONICAL DE  -IAE CRITERION 

DE Version Avg CF Median CF Max CF Min CF StdDev 
Canonical DERand1Bin 12.3274 12.327 12.3314 12.3262 0.00121591 
Chaos DE with Dissipative Map 12.3274 12.3268 12.3338 12.326 0.00141141 

TABLE IV.  STATISTICAL RESULTS OF ALL 50 RUNS OF CHAOS DE AND CANONICAL DE  -ITAE CRITERION 

DE Version Avg CF Median CF Max CF Min CF StdDev 
Canonical DERand1Bin 15.2292 15.2171 15.3834 15.1935 0.0413201 

Chaos DE with Dissipative Map 15.2251 15.2127 15.3212 15.1919 0.0337992 

TABLE V.  STATISTICAL RESULTS OF ALL 50 RUNS OF CHAOS DE AND CANONICAL DE  -ISE CRITERION 

DE Version Avg CF Median CF Max CF Min CF StdDev 
Canonical DERand1Bin 6.40516 6.40516 6.40517 6.40515 2.51955*10^-6 

Chaos DE with Dissipative Map 6.40516 6.40516 6.40516 6.40515 1.9712*10^-6 

TABLE VI.  STATISTICAL RESULTS OF ALL 50 RUNS OF CHAOS DE AND CANONICAL DE  -MSE CRITERION 

DE Version Avg CF Median CF Max CF Min CF StdDev 
Canonical DERand1Bin 0.0320258 0.0320258 0.0320258 0.0320258 9.91478*10^-9 

Chaos DE with Dissipative Map 0.0320258 0.0320258 0.0320258 0.0320258 8.83727*10^-9 
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Fig. 9 Comparison of time evolution of CF values (average from 50 repeated runs) for both ChaosDE and Canonical DE – IAE Criterion (upper left); ITAE 
criterion (upper right); ISE Criterion (below left) and MSE criterion (below right) 

 

IX. CONCLUSION 

In this paper the chaotic dissipative standard map was 
presented and investigated over their capability of enhancing 
the performance of DE algorithm (ChaosDE) in the task of 
PID controller design. 

From the comparisons, it follows that through the 
utilization of chaotic systems; the best overall results were 
obtained and entirely different statistical characteristics of 
CPRNGs-based heuristic can be achieved. Thus the different 
influence to the system, which utilizes the selected CPRNG, 
can be chosen through the implementation of particular inner 
hidden complex chaotic dynamics given by the particular 
chaotic system.  

Promising results were presented, discussed and compared 
with other methods of PID controller design. More detail 
experiments are needed to prove or disprove these claims and 
explain the effect of the chaotic systems on the optimization 
and controller design. 
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