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Abstract — Authors present a study over the target function of a 

stochastic discrete event simulator of a manufacturing plant. They 
decided to test some balanced user defined designs as 42,52,72, and 92, 
in order to describe the existing relationship between dependent 
variables (efficiency of two types of machines of production line) and 
the independent variable (yearly production). Through this kind of 
design it was expected to avoid problems of robustness of adopted 
meta-models like those emerged in a previous work they did in which 
unbalanced designs based on central composite designs had been 
used. Eventually it has been possible to put in evidence the bound 
between regression meta-models and neural networks in this type of 
research. 
 

I. INTRODUCTION AND BACKGROUND 

MOTIVATIONS leading authors to carry on the research 

described in this paper lie in conclusions they drew up in their 
previous work [23].  

In that work Authors studied the influence of the 
experimental error (Mean Square Pure Error) on the “quality” 
of the regression meta-models obtained by the Response 
Surface Methodology (RSM) [2], [4], [16], [20], [21], applied 
to a DES model of a production shop floor. The aim of the 
study was the research of the relashionship existing between  
the yearly production and the efficiency of two types of 
machines, multi-step grinding machines (factor A) and 
dimensional check machines (factor B). 

Thanks to the MSPE methodology applied on time evolving 
systems [11], [22], the yearly production of a manufacturing 
plant (Fig.1) could put in evidence that increasing the 
simulation run duration means to obtain significant reduction 
of the MSPE quantity, which quantity, according to Cochran 
[1], [11], [21], [22], is a correct evaluator of the experimental 
error variance.  
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Being MSPE linked to Mean Square Error (σ2
E), which is a 

regression variance evaluator, for every its reduction we 
obtain a size decrease of both  confidence and prediction 
intervals on the average response, thus an error interval 
reduction on the actual simulator response (σ2

PE) [23]. 
 

 
Fig.1 

 
The analysis had been conducted applying the RSM at three 

different MSPE levels (as shown in Fig.2): 30, 1000, 3650 days 
respectively. 

 

 
Fig.2 

Let’s start by saying that act on 30-days-lenght runs, as 
many researchers who don’t know the methodology actually 
do, could be very dangerous because, at that time, the curve 
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does not get to the stabilization zone yet [4], [11], [24].  
The evolution of a set of MSPE curves (Fig.3), built in a 

same domain point  of the target function, must be observed in 
order to better understand this last statement. 

 

 
Fig.3 

 
Before converging progressively to a same stabilization 

value, the three curves had quite different punctual trends. 
This behavior depends on the simulation run-time which is 

affecting the number of samples drawn from the statistical 
distributions running in the simulated reality. It is well know 
indeed that, due to the Monte Carlo method’s way of act, 
values from both tails (right and left) of the statistical PDF in 
the model could be drawn during earlier simulated-time. As 
direct consequence the related value of the target function at 
those times will be higher or lower than expected affecting the 
value of MSPE. For such a reason the evolution of the MSPE 
curve during simulated-time is initially subject to substantial 
punctual variations and so different curves outcoming from 
the same simulation model would never  completely overlap. 
As the simulated-time goes by, data from model’s statistical 
distributions gradually cover them, and so the MSPE punctual 
oscillations  will tend to smooth. When finally the total cover 
of the initial distribution is done by the extracted (and re-
sampled) data, all the curves get to the stabilization phase and 
so tend to overlap each other. 

When this value of the simulated-time is reached, the 
experimenter can be confident to have a MSPE value 
depending only on the system noise, and completely 
unaffected by inadequate experimental phases on the model. 

Finally recalling that the experimental error is assumed to 
be a NID(0, σ2

PE) and that E(MSPE) = σ2
PE, the confidence 

interval on the result at time equal t is: 
 

 
 
For such a reason the quality of the result, given by the 

simulator when t is inadequate, can be strongly affected by the 
error, and so this could lead the experimenter to very different 
value of the target function on every simulation run. 

After these considerations, by observing Fig.3 it can be seen 

that a different regression meta-model could be obtained in 
each different simulation-length scenario: a quadratic model 
for 30 days simulation, a cubic for 1000 days simulation, and a 
quartic one in the last 3650 days simulation. 

 

 
Fig.3 

 
Longer simulation durations, thus, bring to smaller MSPE 

values. 
                                 (1) 

 
Considering the effect of the Fisher’s Lack of Fit test (1) the 

experimenter needs to obtain a smaller MSLOF and so meta 
models more fitting to the experimental points. 

Another consequence is the greater stability of the 
simulation responses obtained through narrower confidence 
and prediction intervals calculated through small MSPE values 
[23], [24]. 

Let’s analyze the 4th order meta-model construction (3650 
days simulation run). Figure 4 (a) shows the domain points in 
which the 19 simulation runs had been carried out in order to 
find a suitable design. There are 8 vertex points needed for a 
central composite design (in this case a face-centered kind), 5 
central points in order to measure the MSPE, 4 additional 
internal points located in a symmetric way in order to keep the 
design balanced, and finally 2 extra points. These two points 
are necessary to define the 4th order model in a correct way 
even though they unbalance the design (user defined design). 

 

 
Fig.4 

The quartic model shape, as it can be seen, is representing 
the evolution, in terms of surface fitting the experimental 
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points, of previous models (2nd and 3rd order models). The 
issue leading authors to proceed with this second work came 
out when they, aiming to investigate the robustness of the 
solution, tried to change the two extra points position (Fig.4- 
b).  

That new meta-model, still a 4th order one, though validated 
by the Fisher’s LOF test, showed a punctual trend quite 
different than the previous one and thus very unrealistic for 
the case studied (Fig.5).  

 

 
Fig.5 

Then authors gathered that a regression meta-model, for its 
own nature, is like a stiff metal shell. The presence of 
particular points, main feature of unbalanced designs, could 
generate attractive forces that cause distortions all over the 
shell, thus turning it into the waving shape shown in Fig.5 
[23]. 

Trying to avoid such a gap, authors decide to test the 
opportunity to adopt balanced factorial designs (42,52,72, and 
92 designs) with an information content equally spread in the 
domain (uniform precision designs Fig.6).  

 

 
Fig.6 

 
Going toward a greater cost in terms of growing number of 

factors levels (32, 50, 48, 162 replications respectively, since 
every design must be replicated in order to measure the 
experimental error), and keeping the same run length (and thus 

the same order of MSPE) it has to be expected that a 
significantly increased robustness of the response surface 
could be achieved. 

 
 
The experiment was carried out by dividing the two factors 

under analysis into 4 levels in order to obtain a grid of 16 
survey points, which were then replicated to allow the 
software to carry out the Fisher’s “Lack of Fit” test.    The 32 
survey points were obtained by performing simulations having 
a run length of 10 years (3650 days) in order to ensure an 
adequate size of experimental error, as shown in Figure 2 
[2][4][11][13][18][22]. 

The results of the regression obtained by entering 
experimental responses in the Design Expert statistical 
analysis tool are illustrated in detail below. 

The software suggests adapting a cubic model, which, as 
shown in Fig.7, does not pass the “Lack of Fit” test, with a F0 
value of 4689.61, thus removing the non-significant factors 
from the model: B3 and AB2. It should be noted that the 
experimental error is very low, thus confirming the robustness 
of the data output from the model.  

 

 
Fig.7 

An analysis of the residuals of the 32 survey points shows 
that in some of these points the model has difficulties in 
adapting the initial experimental data: this is the case when the 
residual value exceeds the unit (Fig.8) . In the design under 
consideration, there are residuals that take the values of 2.38 
and 2.34, both referred to the point (3.30 – 5.93). This means 
that in that domain zone the response surface is forcibly 
distorted in an anomalous manner, which is further confirmed 
by the magnitude of the residuals that are recorded in the 
neighboring points (3.30 – 5.93). The model does not show 
any outlier though. 

 

II. FOUR –LEVEL FACTORIAL DESIGN 
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Fig.8 

Figure 9 shows the fit surface of the regression meta-model. 
The surface shows that the critical part highlighted also by the 
residuals, is the area where the surface no longer has a planar 
trend, particularly in the section A=3.35.  

 

 
Fig.9 

Here below the surface equation is shown: 
 

              (2) 

III. FIVE-LEVELS FACTORIAL DESIGN 
Considering the unsatisfactory performance of 42, the 

attempt was made to assign 5 levels to each factor in the effort 
to obtain a better description of the target function. Therefore, 
an experimental plane of 25 processing combinations is built 
(Fig.6). In this case as well, two replications of the 
experimental plane were used for the reasons already 
expounded for the previous design. The experimental 
responses are the result of simulations run over a 
chronological horizon of 10 years. This chronological horizon 
was used to obtain production values affected by a Mean 

Square Pure Error in the order of 10-3. The results obtained 
with the Design Expert application are illustrated below. 

Starting from the variance analysis (Fig. 10), it is self-
evident that the model does not pass the “Lack of Fit” test 
with a statistical summary value of F equal to 19.61, after 
eliminating the interactions among the factors deemed as not-
significant. It can be noted that the pure error is maintained at 
acceptable values even if these are greater than in 42 designs 
of magnitude, thus going from 10-3 to 10-1. This occurs as a 
result of the replications carried out in survey points other than 
those used in 42design. It should also be noted that the fifth- 
and sixth-order models are “aliased” for Design Expert, as in 
the case of 42, i.e., there is no adequate number of survey 
points to calculate the regression factors, while the fourth 
order is under-performing compared to the cubic model 
chosen. 

An analysis of the response surface (Fig. 11) gives a 
performance similar to that of 42. There is the same tendency 
of the plane to curve at higher levels of A.  

 

 
Fig.10 

 

 
Fig.11  

            (3) 
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IV. SEVEN-LEVELS FACTORIAL DESIGN 
This design can be considered as a refined 42 design, as 

three intermediate levels were added for each factor (Fig.6). 
By doing so, a tighter grid made of 49 survey points was 
created. In this case as well, two replications for each survey 
point were used in order to allow the software to run the “Lack 
of Fit” test. 

The software suggests adapting a sixth-order model (Fig. 
12). 

The adapted model does not pass though the “Lack of Fit” 
test (Fig. 13): even though the non-significant interactions 
among the factors were removed from the model, the F value 
for the test is still very high (142.05). 
 

 
Fig.12 

 

 
Fig.13 

Moving on to the analysis of the residuals, the first and 
foremost thing that can be noted is that the model has two 
outliers: the two replications of the point (3.1 – 6.13). It was 
easy to anticipate this result simply by looking at the large 
distance from other points in Fig. 14. 

 
Fig.14 

The presence of this disturbance challenges the model, 
which, in the effort to follow the survey point, ends up 
worsening the fit in the other survey points. The surface shows 
depressions that do not match the actual behavior of the 
physical system (Fig. 15). 

 

 
Fig.15 

The meta-model equation is: 
 

             (4) 

V. NINE-LEVELS FACTORIAL DESIGN 
The fourth and last factorial experiment obtained can be 

seen as a refined version of 52 above. Four levels were added 
for each factor, thus providing an experimental grid made of 
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81 survey points. The experiment was replicated for the same 
reasons expounded for the previous designs.  

As for design 72, the software suggests, once again, a sixth 
order as a better adaptation of the response surface. 

As in the case of the previous model though, the “Lack of 
Fit” test is not passed even though the statistical summary 
value F has dropped to 12.31 (Fig. 16), which is the lowest 
value among all those obtained in all the previous designs.  

The examination of the residuals shows 3 outliers: one 
replication of the point (3.2 – 6.2) and both of the point (3.27 
– 5.85). The values of the residuals are 4.799 and 3.615 – 
3.623 respectively as it can also be noted in Fig.17 
 

 
Fig.16 

 

 
Fig.17 

Therefore, it is a model that lacks in robustness. The region 
comprised between levels 3.2 – 3.27 of A and all levels of B is 
marked by a great sensitivity to the variation in the response of 
the regressor.  

The response surface obtained (Fig. 18) shows a trend like 
that of 52, i.e., it is almost planar for the lower levels of A, 
while the higher ones have at least three warps. The fit 

difficulty in this domain region is hence confirmed. 

 
Fig.18 

–

                                                           (5) 

VI. LESSON LEARNT: LIMITS OF REGRESSION META-MODELS 
APPLIED TO HIGH ORDER DESIGNS 

A progressively increasing density of the survey points in 
the domain under analysis shows that regression, when 
deprived of its essence of identifier of trends within a cloud of 
experimental responses, shows clear signs of a lack of 
robustness and hence of excessive sensitivity to the position of 
the survey points within the domain. 

This is in full agreement with the approach to Response 
Surface Methodology of Montgomery and Myers [21] who 
consider factorial designs with at most three levels. 

In this case study, in fact, the only way to fit a regression 
meta-model, keeping a low MSPE amount, would be to 
increase the equation order. Moreover, it should be noted that 
acting in such a way means to chase the background noise that 
is typical of the real system and always present in the discrete 
and stochastic simulation models. The meta-model ends up not 
achieving a fit, as it fails the “Lack of Fit” test and shows 
internal warps that have little or nothing to do with the actual 
behavior of the  real system. 

VII. FITTING WITH NEURAL NETWORKS 
Considering these limits of regression, the problem was 

addressed, despite the small number of experimental points,  
using neural networks in order to achieve an understanding of 
which was the shape of the actual response surface for the 
problem under consideration. Authors, in particular, want to 
investigate the potentials of neural networks versus regression 
meta-model when it should be necessary to work on 
experiments with a high number of levels and, at the same 
time, a limited amount of information compared to what is 
normally required working with neural networks. 
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The neural networks are one of the main forms of “soft-

computing”, which defines all those data processing methods 
that are based on algorithms that do not simply process the 
information received, but create other algorithms and 
procedures fit for this task. In practice, these are “meta-
algorithms” capable of creating the algorithms needed to 
process the data that they receive. 

In the study under consideration, the main focus was their 
operational use without dwelling in detail on their structure. 
Therefore, the neural network was considered as a kind of 
“black-box”, which, once trained, can provide an output for 
each input; feed-forward backpropagation networks with 
supervised training was used.  

The two dataset that have been considered as input of the 
neural net are related to the four-levels  factorial designs, 
which have motivated this study.  Fig. 19 and 20 show the 
surfaces obtained by the network. 

In both cases the neural network wrongly fits the 
experimental responses with two linear models: the network's 
behavior depends on the especially low number of survey 
points used (16 replicated points). In order to provide adequate 
response surfaces, as known,  the networks need to work with 
a definitely larger number of points. 

So authors, after testing some types of networks (back 
propagation, whirpool and Levenberg-Marquardt methods) on 
the 52, 72, and 92 DoE designs, gather that significant results 
could be achieved with a Levenberg-Marquardt net applied on 
a 92 design replicated twice. Using a variable number of 
hidden neurons between 2 and 100 it was possible to point out 
that using 30 neurons the net error get to a stable value of 
about 10-2 spending only a few minutes of computer time [15]. 
To confirm the effectiveness of the author’s choice it could be 
noted that in all 81 domain points there’s no sign of outliers. 

 

 
Fig.19 

 
Fig.20 

 
The surfaces obtained using 30 neurons is shown in Fig 21. 

It should be noted that the surface, though continuous, cannot 
be described by means of any form of conventional equation 
and this explains why the problem could not be addressed with 
regression meta-models. 

 

 
Fig.21 

In view of this last consideration, the authors decided to 
conduct a further study on the true nature of the response 
surface and the ability of neural networks to describe 
adequately the behavior of the objective function. For this 
reason they have implemented a screening of the factors 
through a direct interface between the simulator and the 
software Matlab. In this way it was built the matrix of values 
of the objective function by varying the two factors (multi-step 
grinding machines and dimensional check machines) within 
their range of variability. 
To obtain the 256 values of the objective function, referring to 
the same number of combinations of the two factors, it was 
necessary to pay a computational cost equal to 25 hours of 
processing (machine time). From the matrix was, then, 
possible to derive the shape of the true response surface. The 
"edgy" form in Figure 22 allows to confirm the considerations 
previously deduced on the difficulty of adaptability of the 
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regression meta-models and the greater flexibility of Neural 
Networks.  

 
Fig.22 

Knowing now the trend of the response surface of the 
objective function, and using the 256 information derived 
from the screening matrix, the authors wanted to test, further, 
the descriptive ability of neural networks using the Matlab 
CGM Neural Network Application. 
In about 10 minutes the application has provided, after a series 
of 370K iterations,  the surface of Figure 23. 

 
Fig.23 

 
Interesting to observe the results of Figure 24 which illustrate 
the progress in the descriptive ability of the network at 
growing the number of iterations of the application. 
 

 
Fig.24 

VIII. CONCLUSIONS 
The Response Surface Methodology provides various 
opportunities to analyze the relationship between independent 
variables and the dependent variable in a same experimental 
domain, in case of simulation systems with time-varying 
experimental error. Depending on the need for accuracy of the 
response, it is up to the researcher to determine, starting from 
the MSPE curve and hence from a preset level of variance of 
the experimental error, a regression model having an adequate 
level of fit. However it is necessary to  bear strongly in mind 

that, in order to pass the Lack of Fit Fisher's Test, the smaller 
the MSPE is, the smaller MSLOF must also become[23]. 
However, this can lead to use high-order polynomial meta-
models, which do not follow the conventional RSM 
assumption, that consists into finding a fit with models having 
the lowest possible order (usually first and second order).   
This study concerning the use of DoE designs with a high 
number of experimental levels has put in evidence that the 
effort to improve the quality of the response surface, by 
increasing the number of survey points in the experimental 
domain, can lead to always less flexible regression meta-
model in terms of fitting capability. Therefore, in order to 
achieve a fit in certain particularly interesting survey points, 
the surface undergoes such distortions that lead it to, heavily, 
prejudice other points of the response surface and, hence, to 
produce too high residuals. 
The recourse to the neural network as a "smart" regressor,  that 
is capable of behaving like a flexible shell, becomes the 
possible path that a researcher can take. It is significant that, in 
the case under consideration, the resulting surface cannot be 
described using a conventional polynomial due to the presence 
of linear elements mixed with higher-order terms. In 
consideration of an especially low fitting error, the surface 
traced out by the network manages to generate residuals that 
are aligned with the others also in those points where the 
regression, due to its nature of hard shell, would generate a 
local lack of fit. As a result of this study, the initial attitude of 
absolute trust in regression meta-models has been questioned 
[2], [3], [4], [6], [7], [10], [13], [17], [18]. Therefore, for the 
sake of  precaution, decision-makers should limit the role of 
the response surface, under the form of a regression meta-
model, to that of a simple identifier of the tendency in 
behavior between the dependent variable and the independent 
variables.  In order to determine the actual response value of 
the system, in the areas of experimental interest, identified 
thanks to the response surface obtained, the Authors suggest to 
conduct  punctual experiments using a simulation time such as 
to minimize the MSPE and, consequently, the error which 
affects the accuracy of the results. 
Eventually, it could be of some speculative interest noting 
that, referring to this specific case study, it is possible to 
gather a relationship between the type of design chosen (so the 
number of experimental points) and the type of usable 
methodology, in order to identify the connection between 
dependent and independent variables. 

 
Fig.25 
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Figure 25 shows how a two level design (Central Composite 
Design-CCD), adapted to a 4th order meta-model as strictly 
needed, could bring to an acceptable regression surface with 
just 19 simulation runs. 
On the contrary when the number of level grows up to 9, with 
162 simulation runs, a neural network, if conveniently chosen, 
become an essential tool in order to find the response surface 
trend with an acceptable error rate. 
In between these two boundary run values, considering 32, 50 
and 90 simulation runs, there is a kind of “no-men-land” , in 
which, wishing to act with small MSPE amounts, the 
regression has too many information to be able to fit them 
with a surface, and, on the other hand, Neural Networks have 
too few input data. 
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