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Abstract— Support Vector Machine (SVM) is a present day 

classification approach originated from statistical approaches. Two 
main problems that influence the performance of SVM are selecting 
feature subset and SVM model selection. In order to enhance SVM 
performance, these problems must be solved simultaneously because 
error produced from the feature subset selection phase will affect the 
values of the SVM parameters and resulted in low classification 
accuracy. Most approaches related with solving SVM model 
selection problem will discretize the continuous value of SVM 
parameters which will influence its performance. Incremental Mixed 
Variable Ant Colony Optimization (IACOMV) has the ability to solve 
SVM model selection problem without discretising the continuous 
values and simultaneously solve the two problems. This paper 
presents an algorithm that integrates IACOMV and SVM. Ten datasets 
from UCI were used to evaluate the performance of the proposed 
algorithm. Results showed that the proposed algorithm can enhance 
the classification accuracy with small number of features. 
 

I. INTRODUCTION 
LASSIFICATION is a supervised learning approach 
which is a significant field of research that involved 
labelling an object to one of a group of classes, related to 

features of that object and it is considered one of the basic 
difficulties in many decision making processes [1]. Many 
decision making processes are examples of classification 
problem and examples of these problems are prognosis 
processes, diagnosis processes and pattern recognition [2]. The 
majority of recent researches centred on enhancing 
classification accuracy by utilizing statistical approaches. 
Pattern classification attaches the input samples into one of a 
present number of groups through an approach. The approach 
is found through learning the training data group [3]. Certain  
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pattern classification approaches allow the input data to 
include many features but in reality, only a few of them are 
relevant to classification. In certain circumstances, it is not 
suitable to choose a large number of features, as this may be 
difficult in calculating or it might be incomplete [4]. 
Therefore, choosing few and related features has its benefits 
where it minimizes both the calculation effort and complexity 
of the approach as the generalization capability may be 
enhanced [5]. 

Feature selection (FS) is a process of determining a subset 
of fields in database and it minimizes the number of fields that 
appears during data classification [6]. The main idea behind 
FS is to select a subset of input variables by deleting features 
that contain less or no information [4]. FS aims to decrease the 
dimension of the initial features group by determining the 
unauthentic features which would eventually supply the best 
performance under certain classification dataset [7], and to 
delete unrelated, unneeded, or noisy features while preserving 
the richness of the instructive ones. FS may be considered as 
an optimization problem which looks out for potential feature 
subsets which ultimately determines the optimal one [8]. 

Support Vector Machine (SVM) represents supervised 
machine learning approaches [31] and it is an excellent 
classifier built on statistical learning approach, but it is not 
able to avoid the influence of huge number of unrelated or 
redundant features on the classification results. Therefore, 
selecting a few numbers of suitable features would result in 
obtaining good classification accuracy [9]. The main concept 
of SVM is to obtain the Optimal Separating Hyperplane 
(OSH) between the positive and negative samples. This can be 
done through maximizing the margin between two parallel 
hyperplanes. Finding this plane, SVM can then forecast the 
classification of unlabeled sample through asking on which 
side of the separating plan the sample lies [10]. 

An algorithm that is based on IACOR and ACOMV to 
optimize SVM mixed variables has been proposed in [28]. The 
work presented in [28] is an extension of [13] that can 
simultaneously optimize SVM parameters and features subset. 
IACOMV is known to have the ability to optimize discrete and 
continuous variables [12]. Selecting the optimal feature subset 
and tuning SVM parameters to be used in SVM classifier are 
two problems in SVM classifier that influences the 
classification accuracy. These problems affect each other [11].  
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This paper presents an algorithm that integrates IACOMV 
and SVM that can be used to overcome the above mentioned 
problems.  The rest of the paper is organized as follows. 
Section 2 presents a brief introduction to SVM while Section 3 
presents the concept of IACOMV. Section 4 reviews several 
literatures on simultaneously optimize SVM parameters and 
features subset and Section 5 describes the proposed 
algorithm. Section 6 presents the findings and concluding 
remarks and future works are presented in Section 7.  

II. SUPPORT VECTOR MACHINE 
For binary class classification problem, given M training 

examples where each example is represented through a pair of 
(xi, yi) where i = 1, …, M, xi  RM corresponds to the feature 
group for the ith example, and yi  {+1, -1} denoted the class 
label, SVM need to find the optimal hyperplane that will 
classify each pattern xi into the correct class yi. If the patterns 
are linearly separable, the following expressions can be used 
to give the parameters w and b of the hyperplane [14]: 

          (1) 
          (2) 

Gathering inequalities (1) and (2) gives: 
       (3) 

The SVM obtains the optimal hyperplane through solving 
the following minimization problem [11]: 

                (4) 
Subject to           (5) 

To solve this quadratic optimization problem one must 
obtain the saddle point of the Lagrangian function [14]: 

 (6) 
where  represents Lagrange multipliers;  > 0. The saddle 
point can be located by minimizing the Lagrangian function 

 with respect to the primal variable w and b and maximizing 
 with respect to the non-negative dual variable . The 

following equations are produced after differentiating Eq. (6) 
with respect to w and b 14]: 

           (7) 

              (8) 
Substituting Eqs. (7) and (8) into Eq. (6) yields the dual 

Lagrangian  to be maximized [14]: 
  (9) 

Subject to  > 0, i = 1, …, M, and  
As mentioned previously, to obtain the optimal hyperplane, 

maximizing the dual Lagrangian   with respect to non-
negative  is needed. This quadratic optimization problem 
can be solved by utilizing a standard optimization program. 
When the optimal values  of  have been computed, the 
optimal decision hyperplane is given by [21]: 

        (10) 
For non-zero ,  can be obtained from the Kuhn-Tucker 

condition: 
      (11) 

where, utilizing Eq. (7) [21]: 
               (12) 

Note that vectors xi for which Eq. (11) holds are called 
support vectors. 

In non-separable cases, the goal is to build a hyperplane 
that will generate the smallest number of classification 
mistakes. Slack variables  are introduced in 
Inequalities Eq. (1) and Eq. (2) such that [21]: 

        (13) 
        (14) 

 relax the constraints on the location of the data relative 
to the hyperplane. The optimization problem becomes [20]: 

           (15) 
Subject to  
where C represent the penalty of misclassifying the training 
instances in other words, it is a weight representing the trade-
off between misclassifying certain points and correctly 
classifying others. 

Again, the Lagrangian method can be utilized to solve the 
above optimization problem. The Lagrangian  is to be 
maximized, i.e. [14]: 

  (16) 
Subject to , i = 1, …, M, and  

Note that Eq. (16) is the same as Eq. (9) for the case of 
linearly separable data, except that  is now bounded by C. 
The optimum hyperplane can be found as described previously 
once the values  have been computed. 

In most cases, the data are not linearly separable, and are 
consequently mapped to a higher dimensional feature space. 
Therefore, if the data cannot be classified clearly in the current 
dimensional space, then the SVM will map them to a higher 
dimensional space for classification [21]. Input data are 
mapped to a higher dimensional feature space by plotting a 
nonlinear curve utilizing kernel function  = k (. , .). 
When applied to two points xi and xj, k (xi, xj), is a generalized 
form of the inner product in Eq. (9). The Lagrangian 
maximization problem becomes [14]: 

  (17) 
Subject to , i = 1, …, M, and . The 
kernel function used in this study is Radial Basis Function 
(RBF) as shown below: 

            (18) 
The classification decision function formula for testing data 
becomes [14]: 

  (19) 
For multi class SVM, One-Against-One (OAO) strategy is 

used here in this paper. OAO constructs number of binary 
SVM classifier where each one is trained on data from two 
classes. The number of binary SVM classifier is compute 
according to the following formula [20]: 

                 (20) 
In classification, a voting strategy was used where each 

binary classification is tested against the point and a class is 
assigned. The point will later be assigned to the class with the 
higher occurrence. In the case of two classes having identical 
votes, the class that appears first in the array of the stored class 
names will be chosen [15]. 
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III. ANT COLONY OPTIMIZATION 
Ant Colony Optimization (ACO) is a metaheuristic 

approach for hard discrete optimization problems that was 
initially introduced in the beginning of 1990s. The word 
heuristic comes from Greek and means to know, to find, to 
discover, or to guide an investigation [30]. ACO is based on 
the behaviour of real ants in collecting food. Ant when seeking 
for food will initially investigate the region bordering their 
nest in an unstructured way. When ant detects a food source, it 
evaluates the quantity and quality of the food and holds some 
of it to the nest. Throughout the return trip, the ant deposits 
pheromone on the path and the amount of pheromone depend 
on the amount and quality of the food. This pheromone will be 
used to lead other ants to the food source. This situation will 
help other ants to find the shortest paths between their nest and 
food sources [16]. In order to solve optimization problem, 
ACO will repeat the following two steps [17]: nominee 
solutions are built using the pheromone and the nominee 
solutions are used to update the pheromone values in order to 
get high quality solutions. 

ACO which was firstly presented to solve discrete 
optimization problem, has now been modified to solve 
continuous and mixed optimization problems. Several 
researches have focused on the expansion of ACO for 
continuous and mixed-parameter optimization problems. One 
of the most interested ACO for continuous variables and 
mixed variables is Socha work which is called continuous 
ACO (ACOR) and mixed-variable ACO (ACOMV) respectively 
[12] and [17]. ACOR is later modified by [12] and two new 
algorithms called Incremental ACOR (IACOR) and 
Incremental ACOR with Local Search (IACOR-LS) have been 
introduced. All four ACO variants follow the same classical 
ACO framework except that the discrete probability used to 
build ant’s solution was replaced by continuous probability. 
[12] suggested adopting either IACOR or IACOR-LS to 
optimizing continuous variable to optimise in the ACOMV 
introduced in [18]. 

A. Ant Colony Optimization for Continuous Variable 
Probability Density Function (PDF) has been used in Ant 

Colony Optimization for continuous variable (ACOR) 
introduced by [18]. Distribution to determine the direction that 
an ant should follow. Gaussian function is one of the most 
popular PDF as it adopts a very simple manner for data 
sampling. For each built solution, a density function is 
generated from a set of k solutions that the technique preserves 
at all times. In order to maintain this set, the set is filled with 
unstructured or not systematic solutions at the beginning. This 
is similar to initializing pheromone value in a discrete ACO 
approach. Then, at each loop, the group of created m solutions 
is appended to the set and the equivalent number of worst 
solutions is deleted from the set to preserve just the best k 
solutions of the k + m solutions that are available. This work is 
similar to pheromone modification in discrete ACO. The goal 
is to influence the searching procedure to gain the best 
solution. Pheromone information is kept in a table when ACO 
for discrete combinatorial optimization is used. During each 
loop, when selecting a component to be appended to the 
current partial solution, an ant utilizes part of the values from 

that table as a discrete probability distribution. In contrast to 
the situation of continuous optimization, the selection that the 
ant makes is not limited to a finite group. Therefore, it is 
difficult to express the pheromone in the table structure. 
Instead of using a table,  uses solution archive to 
preserve the route for a number of solutions. Solution archive 
contains values of solution variables and objective functions. 
The solution will be established through each ant. In 
establishing a solution path, the solution archive is needed to 
design the transition probabilities. The weight vector, w is 
computed for each solution stored in solution archive as 
follows: 

               (21) 
where k is the size of solution archive, and q is the algorithm’s 
parameter to control diversification of search process. The 
weights values are also stored in solution archive. Once this 
step is completed, the sampling procedure is made through 
two phases. Phase one involves choosing one of the weight 
vectors according to its probability as follows: 

                 (22) 
The second phase involves sampling selecting weight (w) 

via a random number generator that is able to generate random 
numbers according to a parameterized normal distribution. 
This initialization constructs the transition probabilities for 
ants [18]. An outline of ACOR is given in Figure 1 [12]:  

B. Mixed Variable Ant Colony Optimization 
Ant Colony Optimization for Mixed Variable (ACOMV) was 

also introduced by [18] which extends Ant Colony 
Optimization for continuous variable (ACOR). Continuous 
variables are treated as in the original ACOR while discrete 
variables are treated differently. In standard ACO, solutions 
are constructed from solution components using a probabilistic 
rule based on the pheromone values. However, there is no 
static pheromone value, but only a solution archive in ACOMV. 
As in standard ACO, the construction of solutions for discrete 

Input: k, m, D, q, , and termination criterion 
Output: The best solution found 
Initialize and evaluate k solutions 
//Sort solutions and store them in the archive 
T = Sort (S1, …, Sk) 
While Termination criterion is not satisfied do 

//Generate m new solutions 
for l = 1 to m do 

//Construct solution 
  for i = 1 to D do 
   Select Gaussian  according to weights 
   Sample Gaussian  with parameters  
  end for  
  store and evaluate newly generated solution 
 end for 

//Sort solutions and select the best k 
T = Best (Sort (S1, …, Sk+m), k) 

End while 

Figure 1: ACOR Algorithm 
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variables is done by choosing the components, that is, the 
values for each of the discrete decision variables. However, 
since the static pheromone values of standard ACO are 
replaced by the solution archive, the actual probabilistic rule 
used has to be modified. Similarly to the case of continuous 
variables, each ant constructs the discrete part of the solution 
incrementally. For each discrete variable, each ant will chose 
one of the solution components Ci based on a probability. The 
probability of choosing the lth value is given by: 

                 (23) 
where wl is the weight associated with the lth available value. It 
is calculated based on the weights w and some additional 
parameters: 

                 (24) 

The final weight, wl, is hence a sum of two components. 
The weight, wjl, is calculated according to Eq. 21, where the jl 
is the index of the highest quality solution that uses value  
for the ith variable. In turn, is the number of solutions using 
value  for the ith variable in the archive. Therefore, the more 
popular the value  is, the lower is its final weight. The 
second component is a fixed value (i.e., it does not depend on 
the value  chosen):  is the number of values  from the ci 
available ones that are unused by the solutions in the archive, 
and q is the same parameter of the algorithm that was used in 
Eq. 21. 

C. Incremental Continuous Ant Colony Optimization 
Incremental continuous Ant Colony Optimization (IACOR) 

is built on enhanced ACOR [12]. It starts with a small size for 
solution archive defined by a parameter InitArhiveSize. This 
solution archive will be filled with initial solutions which are 
randomly generated. IACOR also characterizes a strategy 
alternate from the one utilized in ACOR for choosing the 
solution that directs the creation of new solutions. The new 
procedure build on probability parameter p  [0, 1], which 
monitors the probability of utilizing just the best solution in 
the archive as a directing solution. With a probability 1 - p, all 
the solutions in the archive are utilized to create new solutions. 
Once a directing solution is chosen, and a new one is created 
exactly the same way as in ACOR, they are compared 
according to their objective function. The newly created 
solution will replace the directing solution in the archive if it is 
better. This replacement mechanism is alternate from the one 
utilized in ACOR in which all solutions in the archive and all 
the newly created ones compete. A new solution is appended 
to them in every growth iterations until a maximum archives 
sizes, defines by MaxArchiveSize, is reached. A parameter 
Growth monitor the percentage at which the archives grows. 
Fast growth percentage support seeks diversification while 
slow growth support intensification. Each time a new solution 
is appended, it is initialized by using the information from the 
best solution in the archives. First, a new solution Snew is 
created fully in an arbitrary way and then it is moved in the 
direction of the best solution in the archives Sbest utilizing the 
following formula: 

       (25) 
where rand(0, 1) is an arbitrary umber in range [0, 1). 

IACOR involve an algorithm-level diversification strategy to 
avoid stagnation. The strategy includes restarting the 
algorithm and initializing the new initial archive with the best-
so-far solution. The restart condition is the number of 
successive iterations, MaxStagIter, with a relative solution 
improvement lower than a certain threshold. An outline of 
IACOR is given in Figure 2.  

Figure 2: IACOR Algorithm 

D. Incremental Mixed Variable Ant Colony Optimization 
Incremental mixed variable ant colony optimization 

(IACOMV) is based on [12] suggestion to enhance ACOMV. 
This variant is similar to ACOMV except for the part related 
with optimizing continuous variable. In incremental mixed 
variable ant colony optimization, IACOR is used to optimize 
continuous variable instead of using ACOR as in ACOMV. In 
optimizing discrete variable, incremental mixed variable ant 
colony optimization utilizes the same procedure that has been 
used in ACOMV. 

Input: p, InitArhiveSize, Growth, MaxArchiveSize, 
MaxStagIter, no. of ants, and Termination criterion 

Output: Optimal Value for C and γ 
k =  InitArhiveSize 
initialize k solutions and evaluate it 
while Termination criterion not satisfied do  

// Generate new solutions 
if rand (0,1) < p then 

for i = 1 to no. of ants do 
Select best solution  
Sample best selected solution 
if Newly generated solution is better than Sbest then 

Substitute newly generated solution for Sbest 
end 

end  
else 

for j = 1 to k do 
Select S according to its weight 
Sample selected S 
Store and evaluate newly generate solutions 
if Newly generated solution is better than Sj then 

Substitute newly generated solution for Sj 
end  

end  
end 
// Archive Growth 
if current iterations are multiple of Growth & k < 

MaxArchiveSize then 
Initialize new solution 
Add new solution to the archive 
k + + 

end  
// Restart Mechanism 
if # (number) of iterations without improving Sbest = 

MaxStagIter then 
Re-initialize T (solution archive) but keeping Sbest  

end 
end 
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IV. SIMULTANEOUS OPTIMIZATION FEATURE 
SUBSET AND PARAMETERS FOR SUPPORT VECTOR 

MACHINE 
There are ten similar works  that suggested using hybrid 

systems to enhance classification accuracy by using few and 
suitable feature subsets [11], [14], [19], and [20]-[26]. In all 
the ten works, they optimize feature subset and SVM 
parameters (C and  RBF kernel) simultaneously. SVM is 
then used to measure the quality of the solution for all the 
hybrid systems. However, what differs is what the hybrid 
system is based on. 

[11] and [19] proposed a hybrid system which is based on 
GA and SVM. GA was used to select suitable feature 
simultaneously with optimize SVM parameter which were 
represented in the encoded chromosomes. [21] and [22] on the 
other hand, chose to use a hybrid system which is based on 
Particle Swarm Optimization (PSO) and SVM. In [22], 
discrete and continuous PSO values are integrated to 
simultaneously select suitable feature and optimize SVM 
parameter while [23] used SA to simultaneously optimize 
model selection and features subset selection. [23] adopt 
continuous version of SA which is Hide-and-Seek SA to 
optimize the continuous values of SVM parameters and the 
features are represented as discrete values. The authors for this 
paper did not explain how discrete values for features were 
handle when continuous version of SA were used to optimize 
SVM parameters. 

[14] utilized Bees algorithm to simultaneously choose best 
combination of feature subset and SVM parameters values for 
the process of classifying faults in wood layer pieces. [20] has 
proposed a hybrid system which is based on ACO and SVM. 
The classical ACO was adopted to simultaneously select 
suitable feature and optimize SVM parameter. [24] proposed a 
hybrid system which is based on Clonal Selection Algorithm 
(CSA) and SVM where CSA is used to select suitable feature 
and optimize SVM parameter simultaneously. A hybrid 
system based on Cat Swarm Optimization (CSO) and SVM 
was proposed in [25] where CSO is used to select suitable 
feature and optimize SVM parameter simultaneously. Two 
versions of Gravitational Search Algorithm (GSA) which are 
real value GSA (RGSA) to optimized the real value of SVM 
parameters and binary (discrete) value GSA (BGSA) to select 
features subset have been reported in [26]. GSA is considering 
as swarm based meta heuristic  seek approach built on 
gravity’s law and motion and it is derived from the Newtonian 
gravity. Binary classification problem was only tested while 
multi class classification problems were ignored. 

In conclusions, all these ten works gave good results for 
classification accuracy using small number of selected 
features. [11] and [20] suggested applying their work on 
Support Vector Regression (SVR), because SVR accuracy 
counts mainly on SVR parameters and selected feature subset. 
[11] and [20]-[22] suggested in using other types of kernel 
function than RBF. [19], [21], [22], and [25] suggested 
applying their works on other real world problem and finally 
[20] suggested the use of continuous ACO to optimize the 
continuous value of SVM parameters. 

V. PROPOSED HYBRID ALGORITHM 
The proposed algorithm has adopted the IACOMV to 

optimize features subset selection and SVM classifier 
parameters. An ant’s solution is used to represent a 
combination of features subset and the classifier parameters, C 
and , based on the Radial Basis Function (RBF) kernel of the 
SVM classifier. The classification accuracy of the built SVM 
classifier is utilized to direct the updating of solution archives 
and pheromone table. Based on the solution archive, the 
transition probability is computed to choose a solution path for 
an ant. In implementing the proposed scheme, this study 
utilizes the RBF kernel function for SVM classifier because of 
its capability to manage high dimensional data [27], good 
performance in a major cases, and it only needs to use one 
parameter 32], which is kernel parameter gamma ( ) [11], 
[27], and [28]. The overall process for hybridize IACOMV and 
SVM (IACOMV-SVM) is as depicted in Figure 3. The main 
steps are (1) initializing solution archive, pheromone table, 
and algorithm parameters, (2) solution construction for 
features subset and C and  parameters (3) establishing SVM 
classifier model, and (4) updating solution archives and 
pheromone table. 

Figure 3: The proposed approach’s flowchart 
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F-score is used as a measurement to determine the 
importance of feature. This measurement is used to judge the 
favouritism capability of a feature. High value of F-score 
indicates favourable feature. The calculation of F-score is as 
follow [20]: 

      (26) 

where ,  is the number of categories of target 
variable,  is the number of features,  is the number of 
samples of the th feature with categorical value c, c  {1, 2, 
…, },  is the jth training sample for the th feature with 
categorical value c, j  {1, 2, …, },  is the th feature, 
and  is the th feature with categorical value c. 

In the initialization step, each ant established a solution path 
for parameter C, parameter γ, and features subset. Three 
solution archives are needed to design the transition 
probabilities for first feature in the features subset, C and γ, 
and one pheromone table. The range for C and γ values will be 
sampled according to random parameter k which is the initial 
archive size of solutions archives for C and for γ, while the 
size for solution archive for features will be equal to number 
of features. The weight vector, w is then computed for each 
sample for C and γ using Eq. (21). While for features are 
computed using: 

                  (27) 
where u is the number of how many featurei is selected,  is 
the number of none selected features, and q in both equations 
is the algorithm’s parameter to control diversification of 
search process. These values will be stored in solution 
archives. Once this step is completed, the sampling procedure 
will be constructed for C and γ in two phases. Phase one 
involves choosing one of the weight vectors using a 
probability calculated according to Eq. (22). 

The second phase involves sampling selecting w via a 
random number generator that is able to generate random 
numbers according to a parameterized normal distribution. 
This initialization will construct the transition probabilities. 
 The probability transition that is used to move from γ to the 
first feature in features subset is as follow: 

              (28) 

In order to select other features that construct the features 
subset, the following probability transition is used: 

    (29) 

Like the solution archives and pheromone table, some 
important system parameters must be initialized as follows: 
the number of ants = 2, q = 0.1, initial archive size = 10, 
Growth = 5, maximum archive size = 15, MaxStagIter = 2, 
number of runs = 10, α = 1, β =2, C range  [2-1, 212] and γ  
[2-12, 22]. 

The third step is related to solution construction where each 
ant builds its own solution. This solution will be a 
combination of C, , and features subset. In order to construct 
the solution, three transition probabilities with various 

solutions archives and pheromone table are needed. These 
transitions will be computed according to Eq. (22), Eq. (28), 
and Eq. (29). 

Classifier model will be constructed in step four. Solution is 
generated by each ant and will be evaluated based on 
classification accuracy and feature weight obtained by SVM 
model utilizing k-fold Cross Validation (CV) with the training 
set. In k-fold CV, training data group is partitioned into k 
subgroups, and the holdout approach is repeated k times. One 
of the k subgroups is utilized as the test set and the remaining 
k-1 subgroups are combined to construct the training group. 
The average errors along with all the k trails are calculated. 
CV accuracy is calculated as follows: 

      (30) 
Test accuracy is used to evaluate the percentage of samples 
that are classified in the right way to determine k-folds and it 
will be compute as follows: 

 (31) 
The benefits of using CV are (1) each of the test groups are 

independent and (2) the dependent outcomes can be enhanced 
[20]. 

The final step is related to updating the solution archives 
and pheromone table. The solution archives’ modification will 
be done as explained in IACOR This procedure guaranteed that 
just good solutions are stored in the archive and it will 
efficiently influence the ants in the seek process. The 
pheromone table will be modifying as follow: 

          (32) 

 (33) 

VI. EXPERIMENTAL RESULTS 
Ten datasets were used in evaluating the proposed IACOMV-

SVM algorithm. The datasets are Australian, Pima-Indian 
Diabetes, Heart, German, Splice, Image Segmentation, Iris, 
Vehicle, Sonar, and Ionosphere datasets, available from UCI 
Repository of Machine Learning Databases [29]. The 
summary of these datasets are presented in Table 1. 

 
Table 1 Summarization of UCI’s Datasets Repository 

Datasets No. of 
Instances 

No. of 
Features 

No. of 
Classes 

Features’ 
Type 

Australian 690 14 2 Categorical, 
Integer, Real 

German 1000 20 2 Categorical, 
Integer 

Heart 270 13 2 Categorical, 
Real 

Segmentation 2310 19 7 Real 
Ionosphere 351 34 2 Integer, Real 
Iris 150 4 3 Real 
Diabetes 768 8 2 Integer, Real 
Sonar 208 60 2 Real 
Splice 3190 61 3 Categorical 
Vehicle 846 18 4 Integer 

All input variables were scaled during data pre-processing 
phase to avoid features with higher numerical ranges from 
dominating those in lower numerical ranges and also to reduce 
the computational effort. The following formula was used to 
linearly scale each feature to [0, 1] range. 
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                 (34) 
where x is the original value,  is the scaled value, and 

 are the maximum and minimum values of 
featurei, respectively [20]. 

Each dataset is randomly re-arranged and divided into ten 
approximately equal size subsets, one subset as testing set and 
the remaining as training sets and repeated ten times. The 
performance of the proposed IACOMV-SVM was compared 
with GA with feature chromosome-SVM [19]. 

C programming language has been used to implement 
IACOMV-SVM. Experiments were performed on Intel(R) Core 
(TM) 2 Duo CPU T5750, running at 2.00 GHZ with 4.00 GB 
RAM and 32-bit operating system. 

Table 2 shows the optimal values for C and γ that gave the 
highest classification accuracy in all ten runs that have been 
produced by the proposed algorithm as well as p value which 
is algorithm parameter generated randomly and used to 
monitors the probability of utilizing just best solution in the 
archive as a directing solution. 

 
Table 2 Optimal Value for C, γ, and p 

Dataset C γ p 
Australian 416.29 0.75 0.539 
German 437.68 0.74 0.506 
Heart 439.33 0.76 0.516 
Segmentation 820.43 1.15 0.684 
Ionosphere 447.5 0.73 0.979 
Iris 440.45 0.74 0.945 
Diabetes 440.53 0.76 0.280 
Sonar 429.79 0.76 0.843 
Splice 435.50 0.73 0.801 
Vehicle 311.18 0.31 0.472 

Table 3 shows the average classification accuracy that 
produced in all the ten runs. The classification accuracy of 
classify pattern of the proposed IACOMV-SVM algorithm 
compared with GA with feature chromosome-SVM [19] results. The 
proposed algorithm classifies patterns with higher accuracy 
comparing with GA with feature chromosome-SVM [19] in nine 
datasets while just in one dataset, the Iris dataset, the 
performance of the proposed algorithm IACOMV-SVM and 
GA with feature chromosome-SVM was similar. The reason for being 
the proposed algorithm IACOMV-SVM is better than GA with 

feature chromosome-SVM is because the proposed algorithm handles 
directly the continuous value of SVM parameters without the 
needs to discretize it. Also, this is because the proposed 
algorithm IACOMV-SVM simultaneously optimizes feature 
subset selection and model selection for SVM. 

 
Table 3 Classification Accuracy% 

Dataset IACOMV-SVM GA-SVM with 

feature chromosome 
Australian 96.96 ± 0.53 91.59 ± 2.14 
German 97.23 ± 0.46 86.10 ± 1.97 
Heart 98.01 ± 0.35 95.56 ± 2.34 
Segmentation 98.96 ±0.41 98.12  
Ionosphere 99.99 ± 0.02 99.43 ± 1.21 
Iris 99.98 ± 0.29 100 ± 0 
Diabetes 97.22 ± 0.81 83.84 ± 5.14 
Sonar 99.99 ± 0.02 99.00 ± 2.11 
Splice 98.65 ±0.55 90.53 
Vehicle 93.92 ± 0.29 88.24 ± 1.47 

Table 4 shows the average selected features subset size that 
was produced in all the ten runs. The proposed algorithm 
produced lower average number of selected features when 
compared with GA with feature chromosome-SVM [19]. The biggest 
reduction in number of features for IACOMV-SVM was 
87.14% for Australian dataset while the smallest number of 
feature reduction was 75% for Diabetes and Iris datasets. 

 
Table 4 Average Selected Feature Subset Size 

Dataset Number of 
Features 

IACOMV-
SVM 

GA-SVM with 

feature chromosome 
Australian 14 1.8 ± 0.4 5.2 ± 2.15 
German 24 3.9 ± 0.3 10.3 ± 1.76 
Heart 13 2 ± 0 6.2 ± 1.12 
Segmentation 18 3 ± 0 18 
Ionosphere 34 6 ± 0 13.9 ± 3.45 
Iris 4 1 ± 0 1.2 ± 0.28 
Diabetes 8 2 ± 0 3.7 ± 1.26 
Sonar 60 12 ± 0 26.4 ± 3.20 
Splice 61 9.5 ± 4.18 61 
Vehicle 18 2.8 ± 0.4 9.2 ± 1.71 

Table 5 shows the best features that were chosen by 
IACOMV-SVM. 
 

Table 5 Features Selection 
Datasets 

Australian 
Feature# 2 3 4 5 6 7 8 
Frequencies 2 1 3 6 3 1 2 

German 
Feature# 1 2 3 4 5 
Frequencies 10 10 10 5 4 

Heart 
Feature# 1 2 3 5 6 7 8 13 
Frequencies 4 5 3 1 1 2 3 1 

Segmentation 
Feature# 1 2 3 5 6 7 
Frequencies 6 4 1 2 2 4 
Feature# 9 10 11 12  
Frequencies 4 4 1 2  

Ionosphere 
Feature# 1 2 3 4 5 6 7 
Frequencies 7 1 10 4 10 8 10 
Feature# 8 9 13 
Frequencies 6 3 1 

Iris 
Feature# 1 2 
Frequencies 9 1 

Diabetes 
Feature# 1 2 
Frequencies 5 5 

Sonar 
Feature# 1 2 3 4 5 6 7 
Frequencies 10 9 8 10 10 5 5 
Feature# 8 9 10 11 12 13 14 
Frequencies 8 9 10 10 10 4 2 
Feature# 20 35 43 44 45 46 
Frequencies 1 1 2 2 2 1 

Splice 
Feature# 1 2 3 4 5 6 7 8 
Frequencies 7 9 9 8 6 8 7 5 
Feature# 9 10 11 12 13 15 16 17 
Frequencies 8 6 7 8 1 1 2 1 

Vehicle 
Feature# 1 2 3 5 6 14 
Frequencies 10 5 9 1 2 1 
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VII. CONCLUSION 
 This study has investigated an integrated IACOMV and SVM 
technique to obtain optimal model parameters and features 
subset. Experimental results on ten public UCI datasets 
showed promising performance in terms of test accuracy and 
features subset size. Possible extensions can focus on the area 
where other kernel parameters besides RBF, application to 
other SVM variants and multiclass data.  
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