
 

 

  
Abstract— This paper deals with the design of robust fault 

estimation and fault tolerant control of a continuous age structured 
model of a harvested fishery system. Takagi-Sugeno approach is used 
to represent the harvested fish population model, where the effort is 
used as control term, the age classes as states and the quantity of 
captured fish per unit of effort as measured output. Actuators faults 
are initially estimated using a fuzzy observer. Then, based on the 
fault estimation, an observer based dynamic output feedback fault 
tolerant controller is designed to reject the effect of faults by 
stabilizing the closed loop system. The synthesis of the control and 
the observer are independently made. The conditions of the observer 
convergence and of the control existence are formulated in terms of 
Linear Matrix Inequalities. The simulation results demonstrate the 
effectiveness and applicability of the proposed design method. 
 

Keywords— fault-tolerant control (FTC), harvested fish 
population, Takagi-Sugeno multimodel, Linear Matrix Inequalities 
(LMI).  

I. INTRODUCTION 

EAVY  use of the world’s marine fisheries is a severe 
concern. Significant increases in human population and 

rapid technological advances during the past decades have 
resulted in a vast increase in global production of marine 
capture fisheries. Today, these fisheries are in trouble as their 
populations are being depleted to dangerously low levels, 
which are affecting national economies and local 
communities’ socio-economic well-being. The optimal 
management of renewable resources, which has a direct 
relationship to sustainable development, should receive much 
attention. It requires further discussion in order to understand 
short and long term exploitation patterns [1]. Therefore, it is 
very important for key stakeholders to plan a suitable pattern 
that sustains fisheries at a good level of productivity and meets 
economic goals.  

Nonlinear control techniques are useful for studying and 
controlling complex systems. Although they have been 
initially developed for mechanical and electrical systems their 
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applications to biological and environmental problems are 
growing [2]-[4]. 

Recently, there has been a growing interest in the Takagi– 
Sugeno T-S fuzzy system since it is a powerful solution that 
bridges the gap between linear and nonlinear control systems. 
Many important results on analysis and synthesis for the T–S 
fuzzy system have been reported [9]-[12]. Considering the 
advantage of the T–S fuzzy system to approximating complex 
nonlinear systems, we will use it to describe the harvested fish 
population dynamics in this paper. 

Because of their nonlinearity and their complexity that are 
associated with biological phenomena (birth, death, growth, 
cannibalism, intra-stage competition for food and space, etc.), 
and because also of massive over exploitation, breakdown of 
regulatory and enforcement systems, harvested fish 
populations dynamics are inevitably subjected to disturbances 
which have as origin the noises due to the environment and the 
model uncertainties. Moreover, sensors and/or actuators can 
be corrupted by different faults or failures.  

To improve fish resources sustainability, FTC scheme must 
be considered in designing good harvesting policies. FTC 
allows controlling system in such a way that it fulfills desired 
objectives in the presence of non-critical faults in components 
of the system [5]-[8].  

The existing FTC design approaches are classified into two 
main groups [8]. The first group is called passive fault tolerant 
control or robust control. This kind of control is described in 
[16]-[19]. In this approach, the faults are considered as 
uncertainties. Therefore, the control is designed to be robust 
only to the specified faults. The second group is called active 
fault tolerant control. Contrarily to the passive FTC, active 
FTC requires a FDI block to detect, isolate and estimate the 
faults [20]-[22]. The FTC module uses the information issued 
from the FDI block to reconfigure the control law in order to 
compensate the fault and ensure acceptable system 
performances. In general, the active approach is less 
conservative than the passive one, which has increasingly been 
the main methodology in designing FTC systems [23]. 

Based on the idea given in [5], this paper addresses the 
problem of controlling exploited fish population systems 
subject to faults and unknown bounded disturbances, trough 
dynamic output feedback fault tolerant controller and using T-
S fuzzy models. To the best of our knowledge, this problem 
has not been studied in the literature. 
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The rest of this paper is organized as follows. In the second 
section, a fuzzy-augmented fault estimation observer design is 
proposed to achieve fault estimation of T–S models with 
actuator faults. Based on the information of online fault 
estimation, an observer based dynamic output feedback fault 
tolerant controller is designed to compensate the effect of 
faults by stabilizing the closed-loop system. Sufficient 
conditions for the existence of both observer and controller are 
given in terms of linear matrix inequalities (LMIs). The third 
section is dedicated to the description of the continuous stage 
structured model, which is transformed to a T-S fuzzy model. 
Finally, simulation results are presented to demonstrate the 
effectiveness of the proposed technique.  

II. OBSERVER AND CONTROLLER DESIGN AND ANALYSIS  

   In this section, we propose a multi objective fuzzy 
augmented fault-estimation observer, including a regional pole 
placement and a H∞ performance level, in order to reject the 
effect of disturbances on the system as much as possible and 
also guarantee the convergence speed of fault estimation as 
well. Then, using the obtained fault estimate, a fuzzy 
observer-based dynamic output feedback FTC is designed to 
guarantee the system stability in the presence of actuator 
faults. In the design process, the synthesis of the control and 
the observer are independently made, and their performances 
are considered simultaneously, which is convenient for 
calculating the design parameters. 

A. Model Representation  

The design procedure described in this section begins with 
representing a given nonlinear plant by the so-called T-S fuzzy 
model. The fuzzy model proposed by Takagi and Sugeno [12] 
is described by fuzzy IF-THEN rules that represent local linear 
input-output relations of a nonlinear system. The main feature 
of a T-S fuzzy model is to express the local dynamics of each 
fuzzy implication (rule) by a linear system model. The overall 
fuzzy model of the system is achieved by fuzzy ‘‘blending’’ of 
the linear system models.  

A dynamic T-S fuzzy model is described by a set of fuzzy 
“IF … THEN” rules with fuzzy sets in the antecedents and 
dynamic linear time-invariant systems in the consequents. A 
generic T-S plant rule can be written as follows [10]: 
Model Rule i: 

IF z1(t) is Mi1 and … and zp(t) is Mip, 
THEN  

         ����� = ������ + 	��	
��� + ����� + ������  
  ����� = ������ + ������ 
Where, Mij is the fuzzy set and r is the number of model rules; 
x(t)∈ Rn is the state vector, u(t) ∈ Rm is the input vector, y(t) ∈ 

Rq is the output vector, f(t) ∈ Rm represents the additive 
actuator fault, and ω(t)	∈ Rd is the disturbance, which is 
assumed to belong to L2[0,∞). Ai ∈ Rnxn , Bi ∈ Rnxm, and Ci ∈ 
Rqxn ; D1i and D2i are constant real matrices of appropriate 
dimensions. It is supposed that matrices Bi are of full column 
rank, i.e., rank(Bi) = m, the pairs (Ai , Bi ) are controllable, and 
the pairs (Ai , Ci) are observable. z1(t),… zp(t) are known 

premise variables that may be functions of the state variables, 
external disturbances, and / or time.  
Each linear consequent equation represented by ������ +	��
��� is called a ‘‘subsystem.’’ 
We will use z(t) to denote the vector containing all the 
individual elements z1(t),… zp(t). 
Given a pair of (x(t), u(t)), and using singleton fuzzifier, max-
product inference and center average defuzzifier, we can write 
the aggregated fuzzy model as:  

         ����� 	= ∑ �����	
�����	
������	
���	
�������	
��
���

∑ �����	
�
�
���

	            (1) 

Where  z(t) = [z1(t) z2(t)… zp(t)], 
and ��	����� = 	∏ ���(�����)

�
���   

The term Mij(zj(t)) is the grade of membership of zj(t) in Mij. 
(1) Can be written as follows: ����� = ∑ ��(����)(������ + ��	
��� + ����� + ������)�

���                                                                   
(2) 

where : ��	����� = 	 ��(��	
)

∑ ��(��	
)	
�
���

																										  
Since  ∑ ��(����)	�

��� > 0    
and ��	����� ≥ 0,										� = 1, 2, … , �, 
we have :      ∑ ��(����)	�

��� = 1 
and  ��	����� ≥ 0,											� = 1, 2, … , �,  for all t. 
The global output of T-S model is interpolated as follows: ���� = 	∑ ��	�����	[���(�) + ������]�

���           (3) 
For simplicity, we introduce the following notations: �� = ��	�����;���� = ∑ ����

�
��� ;���� = ∑ ����

�
���  

 ���� = 	∑ �����
���    ; ���� = 	∑ ����

�
���     

and   ���� = 	 ∑ ����
�
���  

Then, the T–S fuzzy model (2) and (3) can be rewritten as: ����� = �������� + ����	
��� + ����� + ��������      (4) ���� = 	�������� + �����(�)    (5) 

B. Fuzzy augmented fault-estimation observer design  

When you submit your final version, after your paper has 
been accepted, prepare it in two-column format, including 
figures and tables.  
In order to detect and estimate faults, the following fault 
estimation observer is constructed: 

x�� = ��������� + ���� �
��� + ������ − ����	���� − ������ 
(6) 

    ����� = 	������                                                (7) 
     �� ′ = −����	����� − �����                        (8) 

where x�(�)	is the observer state, �� is the observer output, and ����� is an estimate of the fault ����. ���� = ∑ �����
���  and ���� = ∑ �����

���   are the gain matrices to be determined. 
Let us define: 
      ����� = ����� − ����  ; ����� = ����� − ���� 
and  ����� = ����� − ���� 
Then, the error dynamics is ruled by :  �̅���� = 	�̅��� − � ����̅�����̅��� + (� ����   ��� − �   ���)!(�)                                           

(9) ����� = �̅����̅��� − �   ���!(�)                      (10) 
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where: �̅��� = ����	
���	

�  ;  !��� = ��(	)

��(	)
�  ; �̅��� = 	��
�

���

� � � ��� =

� (�)!(�)�  ;  �̅��� = �����		0�  ;  �   ��� = �����
�
�
"�
� �   ��� =�����		0� 

We assume that ��(�) 	∈ ��"0	∞". 
In [5], a multi-objective fuzzy augmented fault estimation 

observer design method under regional pole placement and H
∞
 

performance specifications is proposed to achieve robust fault 
estimation. 

Theorem 1: For two given positive scalars α and r, the 
eigenvalues of 	�̅��� − � ����̅���� belong to D(α,r), and the 
error dynamics (13) satisfy the H

∞
 performance index 

∥�����∥2 < γ∥ν(t)∥2 , if tℎere exists a symmetric positive 
definite matrix #  and matrices $#% such that : 

min γ subject to &�� < 0	, � = 1, … , '         (11) &�� + &�� < 0		, 1 ≤ � < ( ≤ '        (12) )�� < 0	, � = 1, … , '          (13) )�� + )�� < 0		, 1 ≤ � < ( ≤ '       (14) 
where : 
* denotes the symmetric elements in a symmetric matrix. &�� = *−# # �#% − $#%�$% − +# 

∗ −��# , ,   -%   = * 0-%, 
)�� = ./�� $#%�$    − # �#    -%   

∗ −0-&�% 0

∗ ∗ −0-%1  ,  $� = #�� 
/�� = # �#% + �̅�

'# − $ ���̅ − ��̅'$ �'. 
 
Proof: See [5] 

C. Fuzzy dynamic output feedback-fault tolerant controller 
design 

On the basis of the obtained online fault-estimation 
information, we design a fault-tolerant controller to guarantee 
stability in the presence of faults. Since the state x(t) is 
unmeasurable, we use the fuzzy dynamical output feedback-
controller scheme, to construct the dynamic output feedback-
fault tolerant controller for T–S fuzzy models as: 2���� = �((�,�)2��� + �(����(�)      (16) 
��� = �)���2��� + )���� − ��(�)	     (17) 
where 2��� is the state, �(��,�� = ∑ ∑ �����)��

�
���

�
��� , �(��� = ∑ ���)�

�
��� ,	�)��� = ∑ ���)�

�
���   and ) are the 

designed controller matrices. 
Substituting (5) into (16) and (17), one obtains 2���� = �((�,�)� 2��� + �(��������(�) + �(�������3(�)                   

(18) 
��� = �)���2��� + )�������� + )��ℎ�3��� − �����  
  (19) 

Then, one gets �4��� = �5��,���4��� + 6�� (�, �)7(�)    (20) ���� = �5����4��� + 6�� (�)7(�)      (21) 
where : �4��� = 8�(	)*(	)9 , 7��� = 8+(	)

��(	)
9,  

�5��,�� = :���� + ����)�(�)�)(�)�(�)

							�(�)�)(�)�)(�,�)
;�
 

�<��,�� = :���� + ����)�(�)�)(�)�(�)

									�(�)�)(�)

0
;�
 

    �5��� = �̅��� = "�(ℎ) ==					0> 
    �<��� = �   ��� = "��ℎ�				==0> 
 

Theorem 2: Assume a fault f(t) occurs at some unknown 
time tf , and let α and r be two positive scalars. The 
eigenvalues of �5��,�� belong to D(α,r), and the system 
dynamics (20) and (21) satisfy the H∞ performance index 

∥y(t)∥2 < γ∥µ(t)∥2 , if there exist two symmetric positive 
definite matrices X, Y and matrices ����,	�?�, ���  and @ such that 

min γ subject to 
Π�� < 0,														� = 1, … , '       (22) 

Π�� + Π�� < 0, 1 ≤ 	� < ( ≤ 	'       (23) 
Ξ�� < 0,														� = 1, … , '       (24) 

Ξ�� + Ξ�� < 0, 1 ≤ 	� < ( ≤ 	'       (25) 
where  

A�� =

BCC
CD−E −-,

∗ −$		 7�- �� + ��@�� − +-,���� − +-, 					$�� + �?��� − +$	
∗ ∗

∗ ∗
		 			−��E 																	−��-,

∗ 																	−��$				 FGG
GH 

and I�� =

BCC
CC
DJ��												

∗
∗

∗

∗

J��								J��
∗
∗

∗

�� + ��@��$�� + �?���

−0-&
∗

∗

						−��
−$��

0

−0-%
∗

									E��'										��'��
'

0

−0-� FGG
GG
H
 

with  
                           7�- = ��E + ����� − +E 
                            J�� = ��E + E��

' + ����� + ���'��
' J�������' + �� + ��@�� 

and                        J���$�� + ��
'$' + �?��� + ��'�?�' 

The parameter matrices of the controller are given by: ) = @ �)� = (��� − )��E)�.' �)� = K.�(�?� − $��)) �)�� = K.�(���� − $	�� + ��)���E)�.' − �)���E�.'

− K.�$���)�  
where M, N satisfy �K' = -, − E$. 

 
Proof: See [5].  

III.  FISH POPULATION SYSTEM AND T-S MODELING  

A. Problem Formulation and Assumptions 

We consider a population of exploited fish which is 
structured in n age classes (n ≥ 2), where every stage i is 
described by the evolution of its biomass Xi for 0 ≤ i ≤ n. Each 
stage in the stock (i = 1... n) is characterized by its fecundity, 
mortality and predation rates. In addition, a fishing effort is 
included in the global mortality term. The dynamic of the fish 
population can be represented by the following system of 
ordinary differentials equations [14,15]: 
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LM
N
MOE�� = −+�E� + ∑ ��P�E�,

��� − 	∑ Q�E�E�
,
��� 	E�� = 	+E� − 	 �+� + 	'�R�E�																										

:

:E�, = 	+E,.� − 	 �+, + 	',R�E,																				$		 = 	 '�E�	 + 	 '�E�	 + 	… + 	',E,																		
=            (26) 

Where: +� = 	+ + ��	 
Mi : is the natural mortality of the individuals of the i th age 
class; +	: is the linear aging coefficient; Q�	: is the juvenile competition parameter; Q� 	: is the predation parameter of class i on class 0; ��: is the fecundity rate of class i ; P�	: is the reproduction efficiency of class i ; '� 	: is the catchability of the individuals of the i th age class; E� 	: is the biomass of class i; R	 : is the fishing effort at time t and is regarded as an input; $ : is the total catch per unit of effort and is regarded as 
output; 

Let us note that all the parameters of the model are positive. 
The recruitment from one class to another can be represented 
by a strictly positive coefficient of passage. The passage rate α 
from the juvenile class to the adult stages is supposed to be 
constant with respect to time and stages. This means that the 
time of residence is equal to 1/α. The laying eggs are 
considered continuous with respect to time. The total number 
of eggs introduced in the juvenile stage is given by ∑ ��P�E�

,
��� . 

The cannibalism term ∑ Q�E�E�
,
���  is based on the Lotka-

Volterra predating term between class i and class 0. The intra-
stage competition for food and space is expressed as Q�E��. 
The mortality of each stage i is caused by the fishing and 
natural mortality which is supposed linear [14]. 

One supposes that the system (26) satisfies the following 
assumptions: 

Assumption 1 : 
One non-linearity at least must be considered. ∑ Q� ≠ 0,
���   

Assumption 2 : 
The spawning coefficient must be big enough so as to avoid 

extinction. ∑ ��P�7�
,
��� 	> 	+�  

where : 7� = 	 /�

∏ (/��	1�23)
�
���

 and R  is a constant fishing effort. 

Under the assumptions 1 and 2 the system (26) has two 
equilibrium points [19] : 

The first one is the origin X = 0 which corresponds to an 
extinct population and is therefore not very interesting. The 
second one is the nontrivial equilibrium E∗ defined as : E�

∗ = 	 7�E�∗ ,  and   E�
∗ =

∑ ��4�5�
	
��� .		/

∑ ��5�
	
��� 	�		�


 

Assumption 3 : 
All age classes are subject to catch and the oldest one yield 

eggs.∀� = 1 …S	'� > 0  and ��P� ≠ 0 
 

B. State Transformation  

Let R  a constant fishing effort. Using the change of 
coordinate �� = E� − E�

∗ and 
 = R − R   the system (26) can 
be transformed into:      

          �� = ����� + ����
                            (27) 
Where: �

=

BC
CC
DT� − Q���+

0

⋮

0

	T� − Q���
−�+� + '�R �+

⋱
0

T� − Q���		
0

−�+� + '�R �
⋱
0

				⋯				
⋱

⋱

T, − Q,�,
0

0
0

−�+, + ',R �FG
GG
H
 

with T� = −(+� + 2Q�E�∗ + ∑ Q�E�
∗,

��� ) ,  
and 		T� = P��� − Q�E�

∗;  i=1...n 

� =

BC
CC
CD 0

−'�E�∗ − '���
−'�E�

∗ − '���
−'-E-

∗ − '-�-
⋮

−',E,
∗ − ',�,FG

GG
GH
 

C. Construction of TS Fuzzy Model 

For simplicity, we consider that n=2, and �� ∈ "−U, U>,U ∈

ℝ∗�. The modeling approach used in this paragraph is the 
sector non-linearity procedure [10]. 
The system (27) has two non constant terms: x0, and x1 . For 
non-constant terms, define: 
  V���� = ��  ,    i=0,1.  

Next, calculate the minimum and maximum values of zi(t) 
under �� ∈ "−U,U>. They are obtained as follow: 

max zi(t) = a     ,   min zi(t) = -a 
From the maximum and minimum values, zi(t) can be 

represented by : ����� = ��
�(�����).a+��

�(�����).(-a) 
where             ��

�	������ + ��
�	������ = 1 

Therefore the membership functions can be calculated as  

      ��
�	������ =

���	
�6

�7
     ;     ��

�	������ =
7.	���	


�7
   

We name the membership functions ‘‘Positive,’’ 
‘‘Negative,’’ ‘‘Zero,’’ ‘‘Not zero,’’ ‘‘Big,’’ and ‘‘Small,’’ 
respectively.  

Then, the nonlinear system (26) is represented by the 
following fuzzy model: 

Model Rule 1: 
IF   z0(t) is ‘‘Negative’’ and z1(t) is ‘‘Not Zero’’ and z2(t) 

is ‘‘Big’’  

THEN   ����� = ������ + ��
��� 
Model Rule 2: 
IF   z0(t) is ‘‘Negative’’ and z1(t) is ‘‘Not Zero’’ and z2(t) 

is ‘‘Small’’  

THEN   ����� = ������ + ��
��� 
Model Rule 3: 
IF   z0(t) is ‘‘Negative’’ and z1(t) is ‘‘Zero’’ and z2(t) is 

‘‘Big’’  

THEN    ����� = �-���� + �-
��� 
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Model Rule 4: 
IF   z0(t) is ‘‘Negative’’ and z1(t) is ‘‘Zero’’ and z2(t) is 

‘‘Small’’  

THEN    ����� = �8���� + �8
��� 
Model Rule 5: 
IF   z0(t) is ‘‘Positive’’ and z1(t) is ‘‘Not Zero’’ and z2(t) 

is ‘‘Big’’  

THEN    ����� = �9���� + �9
��� 
Model Rule 6: 
IF   z0(t) is ‘‘Positive’’ and z1(t) is ‘‘Not Zero’’ and z2(t) 

is ‘‘Small’’  

THEN    ����� = �:���� + �:
��� 
Model Rule 7: 
IF   z0(t) is ‘‘Positive’’ and z1(t) is ‘‘Zero’’ and z2(t) is 

‘‘Big’’  

THEN    ����� = �;���� + �;
��� 
Model Rule 8: 
IF   z0(t) is ‘‘Positive’’ and z1(t) is ‘‘Zero’’ and z2(t) is 

‘‘Small’’  

THEN    ����� = �<���� + �<
��� 
Here, z0(t), z1(t) and z2(t) are premise variables and 
 

�� = .T� + Q�U T� + Q�U T� + Q�U+ −(+� + '�R ) 0

0 + −(+� + '�R )

1			 
�� = .T� + Q�U T� + Q�U T� + Q�U+ −(+� + '�R ) 0

0 + −(+� + '�R )

1			 
�- = .T� + Q�U T� + Q�U T� + Q�U+ −(+� + '�R ) 0

0 + −(+� + '�R )

1			 
�8 = .T� + Q�U T� + Q�U T� + Q�U+ −(+� + '�R ) 0

0 + −(+� + '�R )

1			 
�9 = .T� − Q�U T� − Q�U T� − Q�U+ −(+� + '�R ) 0

0 + −(+� + '�R )

1			 
�: = .T� − Q�U T� − Q�U T� − Q�U+ −(+� + '�R ) 0

0 + −(+� + '�R )

1			 
�; = .T� − Q�U T� − Q�U T� − Q�U+ −(+� + '�R ) 0

0 + −(+� + '�R )

1			 
�< = .T� − Q�U T� − Q�U T� − Q�U+ −(+� + '�R ) 0

0 + −(+� + '�R )

1			 
�� = W 0

−'�E�∗ − '�U
−'�E�

∗ − '�UX  ; �� = W 0

−'�E�∗ − '�U
−'�E�

∗ + '�UX 

�- = W 0

−'�E�∗ + '�U
−'�E�

∗ − '�UX ; �8 = W 0

−'�E�∗ + '�U
−'�E�

∗ + '�UX 
�9 = W 0

−'�E�∗ − '�U
−'�E�

∗ − '�UX ; �: = W 0

−'�E�∗ − '�U
−'�E�

∗ + '�UX 
�; = W 0

−'�E�∗ + '�U
−'�E�

∗ − '�UX ; �< = W 0

−'�E�∗ + '�U
−'�E�

∗ + '�UX ��	����� = ��
�(��(�)) × ��

�(��(�)) × ��
�(��(�)) ��	����� = ��

�(��(�)) × ��
�(��(�)) × ��

�(��(�)) �-	����� = ��
�(��(�)) × ��

�(��(�)) × ��
�(��(�)) �8	����� = ��

�(��(�)) × ��
�(��(�)) × ��

�(��(�)) �9	����� = ��
�	������ × ��

�	������ × ��
�	������ �:	����� = ��

�(��(�)) × ��
�(��(�)) × ��

�(��(�)) �;	����� = ��
�(��(�)) × ��

�(��(�)) × ��
�(��(�)) �<	����� = ��

�(��(�)) × ��
�(��(�)) × ��

�(��(�)) 
z0(t), z1(t) and z2(t) are premise variables. 

IV. SIMULATION RESULTS AND DISCUSSION 

To demonstrate the effectiveness of the proposed observer 
and controller, we consider a numerical example obtained 
from the stabilization of a fishery characterized by the 
parameter values given in Table 1, which are retained from the 
literature [4, 14,15]. Here we have employed for the 
simulation a constant fishing effort R��� = R  and arbitrary 
initial states: E(0) = (50, 30,15) and E?(0) = (20,9,50) . 
 

Stage i 0 1 2 
pi 0.2 0 0.1 
fi  0 0.5 
li  0 10 
mi 0.5 0.2 0.2 
qi 0 0.1 0.15 
a  5.6  
Mi 0.5 0.2 0.2 
α   0.8 
αi 1.3 1 1 R   1  
xini 0.9 3.1 5 
x* 4.9 3.56 2.48 

TABLE I :  PARAMETER VALUES USED FOR SIMULATION 
 

It is clear that the parameters satisfy assumptions (1), (2), 
(3). 
The activation functions depend on the states of the system. 
Figure 1, 2, 3 and 4 give their time-evolution showing that the 
system is clearly nonlinear since µi are not constant functions. 

By using these activation functions and the parameters 
given in table 1, the nonlinear system (26) can be represented 
exactly by the following T-S fuzzy model: 

����� = Y��(����)	Z������ + 	��
���[<

���

 

Here : 
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 ���� = "E�				E�				E�>' , 

�� = W6.4890

0.8000

0

0

−1.1000	0.8000

9.7517	0
−1.1500

X    , 
A� = W6.4890

0.8000

0

0

−1.1000	0.8000

−0.2483	0
−1.1500

X       , 
A- = W6.4890

0.8000

0

0

−1.1000	0.8000

9.7517	0
−1.1500

X , 

A8 = W6.4890

0.8000

0

0

−1.1000	0.8000

−0.2483	0
−1.1500

X , 

A9 = W−13.5110

0.8000

0

0

−1.1000	0.8000

9.7517	0
−1.1500

X  , 
A: = W−13.5110

0.8000

0

0

−1.1000	0.8000

−0.2483	0
−1.1500

X  , 
A; = W−13.5110

0.8000

0

0

−1.1000	0.8000

9.7517	0
−1.1500

X , 
A< = W−13.5110

0.8000

0

0

−1.1000	0.8000

−0.2483	0
−1.1500

X , 
B� = W 0	−5.3569

−7.8724

X , B� = W 0	−5.3569

7.1267

X        

B- = W 0	4.6431

−7.8724

X , B8 = W 0	4.6431

7.1267

X        

B9 = W 0	−5.3569

−7.8724

X , B: = W 0	−5.3569

7.1267

X        

B; = W 0	4.6431

−7.8724

X , B< = W 0	4.6431

7.1267

X  .      

Using an LMI solver, and from conditions of theorem 1 we 
first obtain the observer parameters. With the circle region 
D(5,15), the minimum attenuation value is γ = 7.8743.10-4. 

Next, we design the controller. By solving the conditions in 
Theorem 2 with the circle region D(5, 15), one obtains the 
minimum attenuation value γ = 0.5964.  

 

 
Fig. 1 Activation functions �� and �� 

 
 

 
Fig. 2 Activation functions �� and �� 
 

 

 
Fig. 3 Activation functions μ� and μ� 
 

 

 
Fig. 4 Activation functions �� and �� 
 
 

 
Fig. 5 Fault f(t) 
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Fig. 6 Fault estimate ����� 

 
 

 
Fig. 7 Output 

 
 

 
Fig. 8 States 

 
 

 
Fig. 9 State estimation error 

 
 

The obtained numerical values of those matrixes: Li, Fi, ����, �)� , �)�  and )� are not given here to limit the length of this 
paper. 

It is supposed that ω(t) is band-limited white noise. Fig. 5 
illustrates fault and Fig.6 illustrates fault estimation’s 
simulation results, while the system output response and the 
system states are shown in Fig. 7 and 8 respectively. The 
states estimation error is given in Fig. 9.  

The simulation results show the good estimation of the state 

of the system. Indeed, Fig. 8 shows the trajectories of the 
system states x0(t), x1(t) and x2(t) and their good estimation 
(Fig. 9) despite the presence of disturbance. 

From the above simulation results, the proposed design still 
achieves the performance under actuator faults, and the fuzzy 
controller guarantees the stability of the closed-loop system. 
Note that, the proposed fuzzy observer can almost realize 
accurate fault estimation. 

V. CONCLUSION 

In this paper, an observer-based robust fault estimation and 
FTC is developed for a harvested fish population system, 
using the T-S approach. The proposed design guarantees given 
stability requirements, while limiting the influence of 
disturbances, in the presence of actuator faults. Simulation 
results showed the effectiveness of the proposed design. The 
present paper shows that the control and estimation problems 
in fisheries management can also be investigated from the 
point of view of engineers, by combining modern control 
theory, computer science and mathematics. 
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