Abstract— In this paper, we present a new approach to fingerprint matching and classification using an onion layer algorithm of computational geometry. In order to extract valid minutiae we apply some image processing steps on input fingerprint. Using an Onion layer algorithm we construct nested convex polygons of minutiae, then based on polygons property, we perform matching and classification of fingerprints; we use the most interior polygon in order to calculate the rigid transformations parameters and perform local matching, consequently, global matching applied. This method rejects non matching fingerprint in local matching and avoid time consuming global matching steps.

We develop new classification scheme of fingerprints based on this approach. Unlike classic classification of fingerprints, this novel approach distributed fingerprints in classes equally, and none of image processing techniques are required for this classification. This normal distribution of fingerprints in different classes has great effect on identification time.
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I. INTRODUCTION

Fingerprint matching is one of the most popular and reliable biometric techniques used in automatic personal identification. There are two main applications involving fingerprints: fingerprint verification and fingerprint identification. While the goal of fingerprint verification is to verify the identity of a person, the goal of fingerprint identification is to establish the identity of a person. Specifically, fingerprint identification involves matching a query fingerprint against a fingerprint database to establish the identity for an individual. To reduce search time and computational complexity, fingerprint classification is usually employed to reduce the search space by splitting the database into smaller parts (fingerprint classes) [3].

The approaches to fingerprint matching can be coarsely classified into three classes:

- Correlation-based matching.
- Minutiae-based matching.
- Ridge-feature-based matching.

In correlation-based matching, two fingerprint images are superimposed and the correlation between corresponding pixels is computed for different alignments. During minutiae-based matching, the set of minutiae are extracted from the two fingerprints and stored as a sets of points in the two dimensional plane. Ridge-feature-based matching is based on such feature as orientation map, ridge lines and ridge geometry using the above techniques, minutiae-matching is most widely used approach that yields best matching results.

On the perpetual quest for perfection, a number of techniques devised for reducing FAR (False Acceptance Rate) and FRR (False Rejection Rate) were developed; computational geometry being one of such techniques[2].

Matching is usually based on lower-level features determined by singularities in the finger ridge pattern known as minutia. Given the minutiae representation of fingerprints, fingerprint matching can simply be seen as a point matching problem. In this context, matching two fingerprints implies finding a subset of minutiae in the first fingerprint that best match to a subset of minutiae in the second fingerprint through a geometric transformation in an optimal sense. Besides matching two fingerprints together, the main issue when dealing with large fingerprint databases is how to select the most similar fingerprints to the query fingerprint forms the database. Both of these problems appear very often in computer vision, particularly, in object recognition. As a result, methods for object recognition have much in common with fingerprint identification methods [1].

Two kinds of minutiae are adopted in matching: ridge ending and ridge bifurcation. For each minutia usually extract three features: type, the coordinates and the orientation.

Figure 1, two types of minutiae, ridge ending and ridge bifurcation with their orientations.

Where $\theta$ is the orientation and $(x_0,y_0)$ is the coordinate of minutiae.
M. Poulos et al. develop an approach that construct nested polygons based on pixels brightness; this method need some image processing techniques [5].

Chen Feng and Marina Gavrilova present new results on fingerprint alignment and matching scheme based on Delaunay Triangulation approach. In their approach Delaunay triangles construct from minutiae, then with using some properties like edge length, interior angles and edge alignment perform the local matching, and calculate the rigid motion parameter (translation, rotation). Apply these parameters to the fingerprint template at database; finally, perform global matching [2].

Bebis et al. used the Delaunay triangle as the comparing index in fingerprint matching. The method works under assumption that at least one corresponding triangle pair can be found between the input and template fingerprint images. They use some invariants that are independent from translation, rotation and scaling [3].

Deng et al. use some graph concepts and proposed similar method like Bebis approach for local and global matching [4].

In this paper we use another geometric topologic structure, Nested Convex Polygons (NCP) [7,8], and establish a matching and classification schema. This novel approach is invariant from translation and rotation. We also have a local matching with using of the most interior polygon (Reference Polygon) and then apply global matching. In our approach unlike above techniques, we use reference polygon that is unique for every fingerprint; this uniqueness helps us to reject non matching fingerprints with minimum process and time. But in all above methods, they don’t have such unique structure, so for rejection they should test all possible states, for local matching. We also based on our approach for matching, propose new and novel technique for classify fingerprints in classes with very better distribution than classic classification; this normal distribution reduces verification and identification time.

II. NESTED CONVEX POLYGONS

Let S = {x1, x2, ..., xn} denote n points in two dimensional space. We use Quick Hall algorithm iteratively to construct nested polygons [8].

Algorithm1: Construct Nested Convex Polygons (CNCP)
Input: S = {x1, x2, ..., xn}, K = {}, depth = 0
Output: Nested Convex polygons with their depth

While (|S| > 0) {
    K = {};
    K = quickHall(S);
    S = S - K;
    StorePolygonProperties (K, depth);
    depth += 1;
} // end of while

Where |S| is the number of minutia in S, quickHall() method find the convex layer of given point set and StorePolygonProperties is a method that stores the reference polygon properties and it’s depth finally.

III. FINGERPRINT MATCHING

The purpose of fingerprint matching is to determine whether two fingerprints are from the same finger or not. In order to this, the input fingerprint needs to align with the template fingerprint represented by its minutia pattern [10]. The following rigid transformation can be performed:

\[
\begin{pmatrix}
X_{\text{temp}} \\
Y_{\text{temp}}
\end{pmatrix} =
\begin{pmatrix}
\cos \Delta \theta & -\sin \Delta \theta \\
\sin \Delta \theta & \cos \Delta \theta
\end{pmatrix}\begin{pmatrix}
X_{\text{input}} \\
Y_{\text{input}}
\end{pmatrix} + \begin{pmatrix}
\Delta x \\
\Delta y
\end{pmatrix}
\]

Where (s, θ, Δx, Δy) represent a set of rigid transformation parameters: (scale, rotation, translation). In our research, we assume that the scaling factor between input and template image is identical since both images are captured with the same device.
IV. CONSTRUCTION NESTED POLYGONS

Let \( Q = (x_1^Q, y_1^Q, \theta_1^Q, t_1^Q)...(x_n^Q, y_n^Q, \theta_n^Q, t_n^Q) \) denote the set of \( n \) minutiae in the input image \((x,y)\): location of minutiae; \( \theta \): orientation field of minutiae; \( t \): minutiae type, end or bifurcation; an \( P = ((x_1^P, y_1^P, \theta_1^P, t_1^P)...(x_m^P, y_m^P, \theta_m^P, t_m^P)) \) denote the set of \( m \) minutiae in template image.

Table 1, data structure used for comparing fingerprint images:

Y: Dependent on fingerprint transformation; N: independent of it.

<table>
<thead>
<tr>
<th>Feature Fields</th>
<th>x (Y)</th>
<th>y (Y)</th>
<th>( \theta ) (Y)</th>
<th>Type (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minutiae Point</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polygon edges</td>
<td>Length (N)</td>
<td>( \theta_1 ) (N)</td>
<td>( \theta_2 ) (N)</td>
<td>Type_1 (N)</td>
</tr>
</tbody>
</table>

Table 1 shows features that we use in local and global matching. In the table 1, Length is the length of edge; \( \theta_1 \) is the angel between the edge and the orientation field at the first minutiae point; Type_1 denote minutiae type of the first minutiae [2]. Using onion layer algorithm we construct nested polygons; for every fingerprint we store edge properties that mentioned in table 1 of the reference polygon, plus its depth, and Minutiae points features that mentioned in first row of table 1 in database as template (fingerprint Registration). At the figure 4 the polygon at depth 6 is the reference polygon that used for local matching in order to calculate rigid transformation parameters; these parameters apply to the whole remain minutiae of input fingerprint in order to align with template fingerprint, then global matching is employed, and if the score of matching is higher than predefined threshold, two fingerprints are identical, otherwise they are from different fingers.

V. CLASSIFICATION STEP

Usually fingerprint classifies into six classes based on location of center and delta points; we must first begin by defining two terms, core and delta. The exact definitions of these terms are rather complicated, so we will content ourselves with informal definitions and a sample illustration. We will consider only the Loop pattern. The definitions for Whorl are similar; Arches and Tented Arches don't have cores or deltas. A Loop is defined by having at least one ridge that enters the print and recurses back exiting the print on the same side. The top of the innermost recuring ridge is defined as the core. The other side of a Loop contains ridges that enter the print and meet the recuring ridges. Some of these rise above, and some fall below the loop. The point where they diverge that is closest to the recuring ridges is the delta, (there is often a small island at this point) [11].

![Core and Delta of loop fingerprint.](image)

Based on location of core and delta usually fingerprints divided in to 6 classes (Fig 6).

![6 Class in classic classification.](image)

Figure 7 show 6 sample fingerprints in this classes:
If we consider three types of loops (right, left and twin) as a one class; mix arch and tented arch as one class, and whorl as separate class, then distribution of human being fingerprints in these class as below:

![Fig. 8 Distribution of fingerprints in classic classification.](image)

As figure 8 illustrates, the most historic classification does not have suitable distribution in order to reduce registration, identification and verification time [6,7].

Base on our algorithm we propose novel approach to classify fingerprints with better distribution in different classes. We use following formula to identify classes for fingerprint:

\[
C(F) = \left( N(p_0) + 2N(p_1) + \ldots + kN(p_k) \right) \% M \quad (1)
\]

Where \(N(p_0)\) is the number of the most exterior polygon minutiae, \(N(p_1)\) is the number of second polygon minutiae and \(N(p_k)\) is the number of reference polygon minutiae; \(M\) is number of classes that we want to have; \(C(F)\) is an integer between 0 and \(M-1\).

Experimental results show that proper value for \(M\) is a number between 4 and 8. It's a tradeoff between reducing registration and identification time and accurate classification and matching.

The most advantage of new classification is its normal distribution of fingerprints among different classes. We bring a test case of this new classification run on FVC 2000 fingerprint database, in section 8.

**VI. Fingerprint Registration**

We divided registration in three steps: firstly, in pre processing step, some image processing techniques that customize for fingerprint, like segmentation, normalization, Gabor filter and etc apply on fingerprint input image [6]. Next binarization and thinning are employed and valid minutiae are extracted from thin image:

![Fig. 9, Final results of pre processing steps, fingerprint minutiae](image)

Secondly, we apply onion layer algorithm and construct NCPs. We store invariant feature (Table 1) for reference polygon plus its depth and variant features for other polygons in the database as a template. At last Classification are employ and fingerprint store in its own class in database.

**VII. Fingerprint Matching based on NCP**

The purpose of fingerprint matching is to determine whether two fingerprints are from the same finger or not. At this step input fingerprint image goes through pre processing, NCPs construction and determining its class like registration step. Afterward depend on Identification (1 \(\rightarrow\) n matching) or verification (1 \(\rightarrow\) 1 matching) we perform matching. In verification mode we do not have to determine the class of fingerprint; retrieve fingerprint from database template and perform matching. But the purpose of identification is to identify unknown person, so in this mode, the class of input fingerprint is detect and matching of unknown fingerprint with templates at that class continue until happen a matching or rejection at the end. Following steps elaborate our algorithm in identification mode:

*Some abbreviations that we use in algorithm:*

- **RP:** Reference Polygon
- **RT:** Reference Triangle
- **P_i:** RP of input fingerprint image
- **P_t:** RP of template fingerprint image
- **\(\beta_i\):** angle between two adjacent edges of RP in RT of input fingerprint image
- **\(\beta_t\):** angle between two adjacent edges of RP in RT of template fingerprint image
Algorithm 2:
1. Compare input and template RP depth:

\[ D = |\text{Dept}(P_i) - \text{Dept}(P_t)| \]  

(2)

2. If \( D \geq 2 \), then two fingerprints are not from same finger, so matching reject at this step.

3. Otherwise select one of the \( P_i \) edges (\( E_i \)) and find corresponding edge in \( P_t \); two edges are correspond (equal) if satisfy four following conditions:

\[ \text{Len}(E_i) - \text{Len}(E_t) < T_1 \]  

(3)

\[ \text{Type}_1(E_i) = \text{Type}_1(E_t) \]  

(4)

\[ \text{Type}_2(E_i) = \text{Type}_2(E_t) \]  

(5)

\[ \theta_{i1} - \theta_{t1} < T_2 \quad \text{and} \quad \theta_{i2} - \theta_{t2} < T_2 \]  

(6)

Where, \( T_1 \) and \( T_2 \) are respectively thresholds of length of edges, and minutia angle and orientation of edge, respectively.

4. Repeat step 3, until find two adjacent edges in \( P_i \) that have two adjacent edges corresponding in \( P_t \). If such couple adjacent edges don’t exist in two RPs, matching reject at this step.

5. Using of such couple adjacent edges, a triangle constructed as Reference Triangle (RT). One more step needed to ensure that two triangle are exactly corresponded, that’s satisfy with following condition:

\[ |\phi_i - \phi_t| < T_3 \]  

(7)

Where, \( T_3 \) is threshold of angle between two adjacent edges in two RT.

6. Using of RT, calculate the rigid transformation parameters \((\Delta \theta, \Delta x, \Delta y)\).

7. Employ formula (1) and apply rigid transformation parameters on input fingerprint image for alignment.

8. Achieve the number of corresponding minutiae pairs. Given an alignment \((\Delta \theta, \Delta x, \Delta y)\), minutiae of input fingerprint are mapped into template fingerprint. Judging they are matched or not according to equations (8):

\[ m = \begin{cases} 
\text{yes, if } \sqrt{(X_i - X_{\text{temp}})^2 + (Y_i - Y_{\text{temp}})^2} \leq r_0 \text{ and} \\
\text{ Type}_i = \text{Type}_{\text{temp}} \text{ and} \\
|\theta_i - \theta_{\text{temp}}| < \theta_0 \\
\text{no, Otherwise} \end{cases} \]  

(8)

Where, \( r_0 \) and \( \theta_0 \) are thresholds of distance and orientation respectively.

9. Similarity calculate according to equation (9):

\[ p = \frac{2n}{m + q} \times 100 \]  

(9)

Where, \( m \) and \( q \) are the number of minutiae in two fingerprints and \( n \) is the number of matched minutiae.

If \( p \) be greater than predefined value, so two fingerprint are the same, otherwise go back to step 3. This iteration continues until either no candidate at step 4 exists, or accepts at step 10.

VIII. EXPERIMENTAL RESULTS

We perform experiments using the fingerprint database of FVC 2000 to evaluate the correctness of algorithm in this paper and show the results of experiments.

A. Experiment Condition

The experiment uses four databases: DB1_a, DB2_a, DB3_a and DB4_a in database FVC 2000 [12]. Each database contained 800 fingerprints from 100 different fingers and in each database dry, wet, scratched, distorted and markedly rotated fingerprints were also adequately represented.

The test is performed under Linux Fedora Core 6 O.S. on Intel® centerino® 1.86 GHz and 1 G RAM machine.

B. Results on the experiment

We compare our results with Cspn algorithm in FVC 2000 in terms of FMR and FNMR; this comparison shows the accuracy of new algorithm.

Fig. 9 FMR and FNMR of new algorithm.

Fig. 10 FMR and FNMR of Cspn algorithm.

The best value for threshold is cross point of two curves. Our algorithm has less error than Cspn at this point. Moreover
comparison between ROC diagrams of two algorithms shows the excellence of our algorithm.

![Fig. 11 ROC of new algorithm.](image1)

**Fig. 11 ROC of new algorithm.**

![Fig. 12 ROC of Cspn algorithm.](image2)

**Fig. 12 ROC of Cspn algorithm.**

The results of Cspn’s algorithm are downloaded from FVC 2000 web page.

We also test our algorithm for classification, on FVC 2000 databases for evaluate its distribution of fingerprints among different classes.

![Fig. 12 Distribution of fingerprints among 6 classes based on new algorithm.](image3)

**Fig. 12 Distribution of fingerprints among 6 classes based on new algorithm.**

---

**IX. Conclusion**

We have developed a novel minutiae matching and classification algorithm based on nested convex polygons. The theory analysis of computational complexity shows that the NCP approach for fingerprint matching is more efficient than the standard minutiae based matching algorithms. The most important characteristics of the proposed algorithm are: fast identification, very fast in rejection, more accurate than classic minutiae matching, and outclass classification than former classification approach, because distribute fingerprints in classes more equally. Moreover this approach for classification is completely different from known classification method. Another advantage of proposed algorithm is that non of image processing techniques are require for matching and classification, especially this classification technique is the first attempts for classify fingerprints without using core and delta points in fingerprints.

Our future objectives are: (1) considering new computational geometry structure for matching and classification in order to more resistant against noise and poor quality fingerprints, (2) more work on classification formula and find suitable parameters in order to have a better distribution of fingerprints through different classes.
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