
 

 

  
Abstract—The numerical simulation of the diffusion of turbulent 

submerged flows contributes to understand the fundamental 
mechanisms of the jet grouting technology for a more efficient use of 
it. In fact, the erosive efficiency of the jet, and, consequently, the 
dimensions of columns strongly depend on the jet propagation 
modalities and the energy exchange between injected and 
surrounding fluids. Even though the mathematical basis of turbulence 
models are well established, their use requires dimensionless 
constants to be calibrated. 

In a previous study a numerical model was presented to simulate 
the turbulent diffusion of submerged jets. It was calibrated with 
literature experimental data, varying a single parameter and assuming 
the other ones as constant. In this work a multi-parameter calibration 
was carried out varying all the parameters.  

The numerical results obtained with both calibrations were 
compared with the experimental data to evaluate the best solution in 
terms of accuracy and computational efficiency. 
 

Keywords— Jet grouting, Optimization, Calibration, Turbulence, 
Submerged flows, Numerical simulation.  

I. INTRODUCTION 
LTRA-HIGH speed liquid jets are extensively used in 

many industrial and mining processes to cut or clean rock 
and rocklike materials (e.g. [1], [2]). In geotechnical 
engineering, this mechanism is at the base of one of the most 
popular ground improvement techniques, the jet grouting, 
currently applied worldwide in a variety of ways (e.g. [3]–[7]). 

Firstly proposed in the mid sixties by a group of Japanese 
specialists [8], the technique is aimed at creating bodies of 
cemented soil via the high speed injection of water-cement 
mixes sometimes assisted by other fluids (air, water). The jet 
has the function of eroding, mixing in place and binding the 
soil with cement. The fluids are injected through small-
diameter nozzles placed on a pipe which is continuously 
rotated at a constant rate and then slowly raised towards the 
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ground surface. In this way, the jet propagates radially from 
the borehole axis and, after some time, the injected mortar 
solidifies underground, finally producing a cemented soil body 
of quasi-cylindrical shape (jet column) ([9], [10]). The 
different existing jet grouting methods are classified, 
according to the number of fluids injected into the subsoil, in 
three main categories: single (water-cement grout), double (air 
+ grout) and triple (water + air + grout) fluid. In the double-
fluid system, the grout jet is wrapped by a coaxial air jet, 
whereas in the triple-fluid system the grout jet is anticipated by 
a jet of water surrounded by air [11]. Technical improvements 
are continuously sought at the aim of  increasing the 
dimensions and the mechanical properties of the jet columns 
(e.g. [12]). 

However, due to the lack of reliable methods, the prediction 
of the diameter of the jet columns is still affected by a relevant 
degree of uncertainty and the design of jets is usually based on 
empirical rules [13]. 

For this reason the theoretical and numerical modeling of 
the jet grouting evolution can be useful to better understand 
the process (e.g. [9]–[11]).  

The analysis has been here restricted to the single-fluid 
system, considering the complexity of the mechanical 
phenomena involved, but the effects of enveloping the injected 
fluid with a coaxial jet of air are also reproduced to investigate 
the principles of double and triple fluid jet grouting systems. 

The first step of the analysis is devoted to the jet 
propagation across the space included between the nozzles and 
the intact soil. 

The cutting fluid is ejected with high velocity from the 
nozzle. At the impact, the fluid threads deviate from their 
trajectory and tend to drag soil particles away from their 
original positions, with slightly different mechanisms 
dependent on the soil particle size [14]. Erosion takes place, 
therefore, with a speed depending on the combination between 
jet power and soil resistance ([11], [15]). 

The influence radius of the jet, i.e the maximum distance at 
which soil can be eroded, is dictated by the capacity of the 
fluid threads to maintain high velocities as far as possible 
outside the nozzle. This feature has been investigated in the 
past from experimental and theoretical perspectives. Different 
mathematical formulations have been proposed in the literature 
([16]–[18]), which, however, do not converge to a unique 
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distribution of velocity. It is, therefore, necessary to validate 
experimentally the predictive capability of each solution. On 
the other side, the available laboratory tests (e.g. [19], [20]) 
lead to results significantly depending on the assigned input 
conditions. Experimental determination of the entire 
distribution of the velocity field is very difficult, being the 
fluid ejected from small nozzles with very high speeds. As a 
consequence, the few available experimental studies are 
inadequate to completely describe the phenomenon, and 
provide, for instance, the distribution of velocity only along 
the longitudinal axis (e.g. [12]), but not in the transverse 
direction. 

In the attempt to complete this framework, clarifying the 
role of the involved variables and describing with simple 
formulas the evolution of submerged jets, a strategy combining 
experiments, numerical modeling and theory has been 
implemented in a previous work by some of the Authors [21]. 
The model, calibrated with a set of experimental results has 
been used to perform parametric analysis varying the different 
input variables within the typical range of jet grouting. Simple 
analytical expressions from the literature have been adjusted to 
describe the velocity distributions along the longitudinal 
profile and in the cross sections at variable distances from the 
nozzle.  

However, the model includes parameters that cannot be 
measured directly due to measurement limits and scale issues. 
As for most physically-based models which are increasingly 
sophisticated, calibration of parameters is a problem of great 
complexity, especially for large number of model parameters. 
Nevertheless, the success of the application of any numerical 
model is strongly dependent on how precisely the model is 
calibrated. Practitioners often count on knowledge and 
experience with the model to adjust the parameters through a 
manual trial-and-error procedure. Yet, this approach to 
calibration is subjective and cumbersome. Although modern 
hardware and software systems nowadays allow for high speed 
and capacity calculation, the choice of an optimal method to 
effectively identify the set of parameter sets is still of some 
concern. Automatic calibration methods, at the same time 
objective and easy to implement with high speed computers, 
have become popular in recent years.  

Global optimization algorithms can efficiently search the set 
of parameters able to minimize (or maximize) objective 
functions quantifying the agreement between observations and 
simulations. In this work, the Authors adopted the derivative 
free Nelder-Mead algorithm [22] to optimize the multi-
parameter calibration. This choice stems from the fact that the 
function to be minimized is not known in its explicit 
mathematical form and the iterative jacobian numerical 
evaluation is very expensive from a computational viewpoint, 
being based on fluid-dynamic numerical simulations. An 
“optimal” set of model parameters have been found, thus 
achieving the minimum defined error of the numerical results 
with respect to the observed experimental data. 

II. SUBMERGED FLOWS 
Starting from the nozzle, the jet moves at very high speed 

(typically some hundreds meters per second) across the outer 
space generally filled by fluid of different origin and 
composition (natural groundwater, perforation water, 
previously injected grout, floating soil grains, etc.). At the 
beginning of the treatment, this fluid region is relatively thin, 
because the soil boundary almost coincides with the borehole 
surface. When the soil erosion takes place, the soil boundary 
shifts and the fluid region becomes larger. The evolution of the 
geometrical and kinematical characteristics of the jet within 
this zone were analyzed in the past [11] on the basis of the 
theory of submerged flow [16]. 

As the jet moves in the surrounding phase, assumed to be 
quiescent, part of the injected grout maintains its original 
direction (radial flow), either by seeping through the soil pores 
or by displacing the soil grains, whereas the remaining part 
may flow towards the ground surface (vertical flow), passing 
through the annular space bounded by the perforation hole and 
the injection stem. The measured percentage of vertical 
outflow, including grout and some eroded soil, increases with 
decreasing size of the soil grains, ranging between 0% and 
80% [23]. 

For very pervious soils, such as coarse gravel, the vertical 
flow is irrelevant and almost all the injected grout is retained 
by the soil. In fact, the injected fluid can easily seep through 
the soil pores, following a nearly radial path, without 
significantly displacing the soil grains ([13], [24]). For finer 
soils, such as sands and clays, having much smaller 
intergranular pores, the resistance to grout seepage increases 
considerably. Therefore, the jet threads tend to turn back and 
drag the grains. In this way a complex and largely unknown 
erosion process takes place. In particular, two different erosion 
mechanisms may be postulated, for sands and clays 
respectively [11]. For sands, the injected fluid is assumed to 
penetrate by seepage into the soil pores, thus producing a 
significant increase of pore pressures and a corresponding 
reduction of the grain-to-grain contact forces, with consequent 
dragging action of the fluid and displacement of the soil 
particles ([27], [28]). For clayey soils, whose interstitial pores 
are very small, the jet cannot penetrate by seepage into the soil 
and its action is thus considered as a load imposed on the soil 
wall, proportional to the momentum of the jet (e.g. [15]). 

In any case, the velocity profile of the jet is deeply altered 
along the path from the nozzle, owing to an intensive energy 
transfer between the injected fluid and the surrounding still 
soil-fluid mix. Immediately out of the nozzle all the jet threads 
can be approximately assumed as having constant speed and 
oriented along the longitudinal x-direction.  

However, as the distance from the nozzle increases the 
speed near the jet contour decreases. This decay is due to the 
viscous nature of the fluid tangential stresses developing at the 
jet contour, which causes  part of the jet energy to be 
transferred to the surrounding fluid. Within a small distance 
(starting zone) from the nozzle the velocity decay only affects 
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the external part of the jet cross section, but after a given 
distance the velocity of all the threads decreases, as shown in 
Fig. 1. As the jet expands the kinetic energy dissipates as 
diffusion [29]. The nozzle diameters are very small (typically 
from 2 to 6 mm), and thus the extension of the starting zone is 
very limited (in the order of few centimeters) and not influent 
on the erosive capacity of the jet. The analysis of jet 
propagation becomes, on the contrary, relevant in the diffusion 
zone where much of the soil erosion takes place. 

The turbulence also causes that part of the surrounding fluid 
is entrained into the jet, with a consequent increase of the flow 
rate. The velocity in each point of the turbulent field can be 
seen as sum of a mean component, obtained by integrating the 
velocity vector in a sufficiently long time interval, and a 
fluctuation component randomly variable with time. While the 
fluctuation velocity has uncertain direction and intensity, the 
mean one is stationary, it is the predominant one and has a 
paramount importance on the cutting ability of jet. 

 

 
Fig. 1 velocity distribution and pattern of submerged jet [9] 

 
[12] experimentally observed that the attenuation of the 

fluid velocity along the jet axis is affected by the nozzle size 
and shape (see also [30]). In particular, a very sharp reduction 
of maximum longitudinal velocity is produced by a sudden 
narrowing of the nozzle cross-sectional area, whereas a lower 
rate of velocity decrease occurs when the entry and exit section 
of the nozzle are gently connected by a cone. 

The velocity pattern in each cross-section is characterized 
by a bell-shaped surface, providing positive values of the mean 
velocity along x even for infinite distances r from the jet axis. 
However, it seems more realistic to assume that the jet is 
confined inside a conical region, and that the velocity falls to 
zero at the border of such cone. For the sake of simplicity, 
however, it is assumed that, for a given value of x, the velocity 
of the jet threads is constant in the whole cross-section and 
equal to a mean equivalent value. 

Concerning viscosity, cement-water suspensions are usually 
treated in terms of equivalent Newtonian fluids, by defining an 
apparent viscosity independent of the fluid velocity, although 
it is known that they behave more like Bingham fluids [31]. 

Furthermore, because of the cement hydration, a variation of 
the apparent viscosity should be expected with time, but this 
can be neglected if the period between the preparation and the 
injection of the grout is relatively short [11]. 

III. NUMERICAL MODEL AND CALIBRATION PROCEDURE 
In the attempt to investigate the evolution of submerged jets, 

a strategy combining experiments, numerical modeling and 
theory has been implemented. 

Numerical simulations of submerged jets have been 
performed with a finite-volume model in Fluent (Ansys Fluent, 
vers. 6.1, 2003) managed by a further code in Scilab [32]. The 
computational domain (600-mm high and 1200-mm long) has 
been discretized into a finite number of cells with 
quadrangular basis, as shown in Fig. 2, on which the general 
equations of conservation (transport) are integrated.  

The domain, which includes the nozzle and the surrounding 
volume, is symmetric along the jet axis and much wider than 
the diffusion zone of the jet, in order to limit the boundary 
effects on the analysis results. The jet mainly flows in the 
horizontal direction, so the upper wall has been considered 
impervious, as well as the boundary above the nozzle, whereas 
the front wall has been assumed permeable, with a constant 
hydraulic head (Fig. 2).  

The calculation area delimited by these borders has been 
subdivided by a squared mesh (Fig. 2) of variable dimension: 
smaller clusters (0.6 mm side size) have been created near the 
nozzle to better catch the variability of velocities, whereas 
larger dimensions (with a maximum width of 2 mm) have been 
progressively assigned while moving away from the nozzle. 
The final mesh has been selected after a large number of trial-
and-error tests, aimed at optimizing the computational effort in 
relation with the accuracy and stability of the obtained 
solution. 

 

 
Fig. 2 sketch of the computational domain with the adopted mesh and 

the boundary conditions (not to scale) 
 
In order to simplify the model, the fluid injected from the 

nozzle has been assumed to have the same composition and 
physical characteristics of the fluid filling the surrounding 
space. Although the inertial effects and buoyancy of the two 
fluids are different in reality, the fluid in which the jet occurs 
typically consists of underground water, floating soil particles 
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and previously injected fluid(s). The differences between the 
rheological characteristics of the two fluids are not significant 
and the assumption is, therefore, acceptable. 

Although in the literature several different turbulence 
models are also available (e.g. [33], [34]) the classical k-ε 
model has been selected and applied in this work, being it the 
most widely adopted for this kind of problems. 

The fluid behavior has been described through the k-ε 
turbulence model, that in steady-state conditions can be written 
as (1) [35]: 
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where ρ is the fluid density, μ is the laminar dynamic 

viscosity, Tµ  is the turbulent viscosity, p is the fluid pressure, 
u is the fluid velocity vector, k is the turbulent kinetic energy, ε 
is the turbulent kinetic energy dissipation rate.  

The coefficients 
1 2

, , , , k C C Cε µ ε εσ σ are to be tuned by a 

comparison with experimental data [19].  
The κ-ε model has been particularized in the range of 

velocities typical of jet grouting, calibrating its parameters 
with the above shown data of [19].  

The simple algorithm (e.g. [36]) has been applied to solve 
equations and compute the velocity fields. A detailed 
description of the numerical model can be found in the Fluent 
manual [37]. More details on the numerical scheme can be 
found in [21]. 

In the previous work by [21], however, after a preliminary 
sensitivity analysis, the following values (suggested by the 
authors) have been fixed for the coefficients 

2
, , , k C Cε µ εσ σ :  

 σk = 1.0,  σε = 1.3, Cµ = 0.145 and Cε2 = 1.92,  
whereas the parameter 

1
Cε , which governs the kinetic 

energy dissipation rate ε,  was changed until the longitudinal 
profiles observed in the experiments were captured. Different 
values of 

1
Cε  were necessary to fit experimental results with 

numerical curves for different initial velocities. Specifically, 
an exponential dependence of 

1
Cε  with the Reynolds' number 

Re was found [21], with values of 
1

Cε  in the range of interest 

close to 1.655, substantially agreeing with the literature values 
for similar applications (e.g. [38]).  

In this work, instead, a better calibration for the whole set of 
parameters 

1 2
, , , , k C C Cε µ ε εσ σ  has been sought.  

Moreover, since the complete geometry of the nozzle is 
unknown, the definition of the turbulence condition at the 
water inlet is also affected by uncertainty. Two more 
parameters, referring to the turbulent kinetic energy and 
dissipation rate at the nozzle (

,0 ,0k , εσ σ ), have been added, 

therefore, to take into account this feature and to evaluate the 
corresponding turbulence condition. In the single-parameter 
calibration, instead, both parameters have been fixed equal to 
1. 

In order to find the optimal values of the whole set of 
coefficients, the authors solved the following minimization 
problem in Scilab [32] through the Nelder-Mead algorithm (2) 
[22]: 

 

( )( ),0 ,0

N 2

num,i 1 2 k k exp,i
i 1

min v C ,C ,C , , , , vµ ε ε ε εσ σ σ σ
=

 
− 

 
∑       (2) 

 
where the index i refers to  the specific considered measured 

value and vexp and vnum are the experimental and numerical 
axial velocity values, respectively, obtained from the data of 
[19] and from the finite-volume code. 

Since the number of experimental points is small compared 
with the number of the optimization parameters, the authors 
added to the measured values two more equally-spaced 
velocity values obtained from a cubic interpolation of the 
measured ones (Fig. 3), for each interval between two 
consecutive measured values. The optimal number of the 
interpolated values was determined by the authors from a 
sensitivity analysis on the multi-parameter calibration and 
verifying the stability of the single-parameter calibration once 
this new values were added. Unfortunately, the lack of 
uncertainty values corresponding to the measured velocities 
from [19] did not allowed the authors to operate a regression 
instead of an interpolation using a more accurate functional 
relationship. 

 

 
Fig. 3 experimental and interpolated reference values used for the 

model calibration for an initial value of velocity of 173 m/s 
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The optimal set of parameters was obtained by coupling the 
Scilab solver with simulations in Fluent [39].  

The parameter values were changed in the journal file and 
then the Fluent solver calculated the corresponding solution 
(the axial velocities) until the minimum root mean square 
value between experimental and numerical axial velocities was 
reached. 

The flowchart of the optimization procedure is reported in 
Fig. 4. 

 

 
Fig. 4 flowchart describing the whole optimization procedure 

 

IV. RESULTS 
The numerical results obtained through multi-parameter 

calibration, compared against single-parameter calibration and 
experimental data by [19], are plotted in Fig. 5 for the 
following values of velocity at the nozzle exit: 173.2, 200.0, 
223.61, 244.95, 264.58, 282.84 m/s, respectively. Dashed and 
continuous lines represent single-parameter and multi-
parameter calibration, respectively. 

a)   

b)   

c)   

d)   

e)   

f)   
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Fig. 5 comparison of the numerical results, calculated with both 
single-parameter (dashed line) and multi-parameter (continuous line) 
calibration, with the experimental data [19] for the following values 
of velocities, respectively: a) 173.2, b) 200.0 c) 223.6, d) 244.9, e) 

264.6, f) 282.8  
 
 
The numerical results obtained through the multi-parameter 

calibration (continuous line) in comparison with the 
experimental data [19] are then summarized for the entire set 
of velocities in Fig. 6. 

 

 
Fig. 6 summary of the comparisons of the numerical results 

calculated with the multi-parameter calibration (continuous line) 
against the experimental data [19] for the entire set of velocities  
 

 
The values of the main parameters obtained through the 

numerical multi-parameter calibration are reported in Table 1 
for the different values of velocities. 

 
 
 
 

Table 1: Model parameters value obtained through multi-parameter 
calibration 

 
vo 

[m/s] 173.2 200.0 223.6 244.9 264.6 282.8 

µC  0.128 0.0153 0.0184 0.00882 0.00766 0.0107 

1εC  0.000387 0.465 0.000382 0.553 0.585 0.729 

2εC  1.90 0.842 1.24 0.787 0.809 0.534 

σk  0.169 2.74 11.1 3.94 3.60 1.91 

εσ  0.00367 0.0694 0.0225 0.0727 0.0896 0.0916 

 
 
In Fig. 7, instead, the values of each calibrated parameter of 

the model obtained through the numerical multi-parameter 
calibration are plotted as functions of the considered different 
values of velocity. 

 

a)  

b)  

c)  

d)  

e)   
 
Fig. 7 values of the model parameters obtained through the 

multi-parameter calibration for the different velocity values 
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By defining the absolute percentage error e as (3): 
 

 exp

exp

% 100numV V
e

V
−

= ⋅               (3) 

 
it is possible to obtain the plots in Fig. 8. 
 
 

 
 
Fig. 8 comparison of the absolute percentage errors 

obtained through single and multi-parameter calibration 
respectively 

 
 
As shown by Figs. 5 and 6, both single and multi-parameter 

calibration provide a good agreement with the experimental 
data of [19]. The multi-parameter optimization allows a better 
simulation of the experimental results near the nozzle. It also 
gives absolute percentage errors smaller than the ones obtained 
by the single-parameter calibration for small values of the 
longitudinal abscissa x, whereas at larger distances from the 
nozzle single- and multi-parameter calibrations give similar 
values of the errors (Fig. 8).  

Depending on the specific aim of the numerical analysis, 
therefore, the optimization technique has to be selected taking 
into account that a higher accuracy can be achieved through 
the multi-parameter calibration, although the single-parameter 
calibration is computationally simpler and more efficient. 

V. CONCLUSION 
In the present paper the authors compared the results of 

single and multi-parameter calibration of the closure constants 
of the k-ε turbulence model used in a numerical finite volume 
model simulating the turbulent diffusion of submerged jets. 

The multi-parameter optimization shows better results in 
comparison with the experimental ones near the nozzle, 
whereas at larger distances from the nozzle single- and multi-
parameter calibrations give similar values of the errors.  

The optimization technique, therefore, has to be selected in 
turn on the basis of the specific aim of the numerical analysis, 
taking into account that the multi-parameter calibration offers 
a higher accuracy, whereas the single-parameter calibration is 
computationally simpler and more efficient. 
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