
 

 

  
Abstract—The application of a nonlinear description of 

construction material behaviour in numerical simulations represents a 
step forward in enabling mathematical modeling methods to ever 
more closely describe the real actions of structures. This statement is 
also valid in the case of the numerical modeling of fracture 
experiments, but in both cases this modeling is complicated by the 
existence of unknown material parameters for the nonlinear material 
model. However, fracture experiments provide the opportunity to 
identify unknown parameters from data that are measured during the 
performance of such experiments. The submitted article deals with 
the numerical simulation of a three-point bending test carried out on 
a concrete specimen. It describes the process by which the inverse 
identification of material parameters takes place via optimization. 
The inverse analysis was based on the utilization of a load-
displacement curve measured during the experiment. The main aim of 
the article is to present a method describing the inverse identification 
of parameters from the simulation of a fracture experiment which can 
then be used in the performance of comprehensive nonlinear 
simulations of the behaviour of structural details and whole structures 
manufactured from concrete. 
 

Keywords—Concrete, evolution strategy, fracture test, genetic 
algorithm, nonlinear material model, sensitivity.  

I. INTRODUCTION 
HE numerical solution of problems in the area of 
structural design has been very popular for many years. 

This popularity is a result of both the already very good 
existing knowledge of numerical methods of mathematical 
modelling and, among other things, the fact that the numerical 
simulation of certain complex and atypical structural elements 
in computational systems such as ANSYS [1] or LS-Dyna [2] 
is significantly cheaper than the experimental testing of real 
specimens [3], [4]. Both approaches may also be 
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advantageously combined as was shown by Kala et al. [5], 
Kala and Husek [6], Kral et al. [7] and Kralik et al. [8]. 
Despite the level of development of current computational 
tools, efforts are constantly underway to improve them still 
further, which is most true of all for the area of nonlinear 
mechanics. 

Research into the description of the nonlinear behaviour of 
materials and the testing of the usability of derived constitutive 
relationships in the calculations needed for specific civil 
engineering and mechanical engineering tasks is of high 
importance. With the correct use of an exact model, and when 
the given prerequisites are fulfilled, the closer approximation 
of a simulation to the real behaviour of a structure can be 
achieved with numerical calculations. One result of such an 
approximation may be the design of still more economical and 
safer buildings.  

One of the materials whose wide implementation in 
construction requires the constant improvement of design 
methods is concrete. For this reason it is essential to 
understand the nonlinear behaviour of concrete. However, the 
construction of a correct constitutive relationship which is able 
to express this nonlinear behaviour for various types of loading 
appears to be problematic [9]. One of the basic problems 
which arise when formulating a material model for concrete is 
the different responses of the material to tensile and 
compressive load [10]. For this reason, several approaches are 
used for the mathematical description of the behaviour of 
concrete. One of these approaches involves the use of theory 
of plasticity. Applications of theory of plasticity to the 
description of the behaviour of plain concrete can be found in 
the work of authors Chen and Chen [11], Willam and Warnke 
[12], Bazant [13], Dragon and Mroz [14], Schreyer [15], Chen 
and Buykozturk [16], Onate [17], Pramono and Willam [18], 
Etse and Willam [19], Menetrey and Willam [20], and Grassl 
[21]. The material models presented in these publications use 
standard theory of plasticity for the description of the 
behaviour of concrete. However, this is not sufficient due to 
the gradual decrease in the stiffness of concrete due to the 
occurrence of cracks [9]. This problem can be removed when 
damage theory is used, i.e. by using an adequate damage 
model. However, as Grassl claims [22], independent damage 
models are not sufficient when the description of irreversible 
deformations and the inelastic volumetric expansion of 
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concrete is required. Applications of damage models to the 
description of the behaviour of concrete can also be found in 
publications by the authors Loland [23], Ortiz and Popov [24], 
Krajcinovic [25], Resende and Martin [26], Simo and Ju [27], 
[28], and Lubarda [29]. Despite the above-mentioned 
limitations of both approaches, there are advantages to using 
both of them in mutual combination, and they can be combined 
further with other approaches formulated within the framework 
of nonlinear fracture mechanics. The first group of combined 
models is, according to Cicekli [9], based on stress-based 
plasticity formulated in the effective stress space; see [30]–
[33]. Effective stress is defined in this group of models as the 
average micro-scale stress affecting an undamaged material 
between defects. The second group of models is based on 
stress-based plasticity formulated in the nominal (damaged) 
stress space [9]; see [34]–[39]. For this group of models, the 
nominal stress is defined as macro-scale stress affecting both 
the damaged and the undamaged part of the material [9].  

At present, other important trends in the area of nonlinear 
modelling of the behaviour of concrete can be identified. One 
of these trends consists in the expansion of the standard finite 
element method (FEM) into what is known as the extended 
finite element method (XFEM), in which the need for 
remeshing is removed. More detailed information can be found 
in the publications Belytschko and Black [40], Moes et al. 
[41], and Daux et al. [42]. Another important trend in the 
given field is based on the use of the discrete element method, 
descriptions of which are contained in the works of Cundall 
[43], and Ghaboussi and Barbosa [44]. This method, however, 
moves away from continuum theory and uses other 
prerequisites than plasticity and damage theories. Neither this 
approach nor the XFEM method is the subject of interest of 
the group of authors of this contribution. Based on the 
information provided by the above-mentioned literature in the 
field of constitutive relationships which combine several 
approaches within the framework of one material model, the 
multiPlas [45] database of elasto-plastic materials was 
developed for application in nonlinear simulations in the 
ANSYS system environment. 

However, the use of this and similar tools results in a 
problem in real life in the form of the large amount of 
parameters which need to be known for the selected material 
model before the launch of the numerical simulation itself. 
Unfortunately, not all data regarding these parameters, which 
can be both mechanico-physical and fracture-mechanical in 
nature, may be available in advance. 

In the above-mentioned situation it is possible to make 
advantageous use of experimentally obtained load-
displacement curves measured during the testing of test 
specimens fabricated from selected materials and reverse 
identify needed parameters with the aid of inverse 
identification. Basic information about the issues involved in 
inverse identification is provided in the work of authors 
Gavrus et al. [46] and Planas et al. [47]. 

The inverse identification process is currently executed by 

exercising artificial neural networks, or with the help of 
optimization algorithms implemented in academic or 
commercial optimization software tools.  The form of inverse 
identification based on the exercise of artificial neural 
networks was described in publications by the authors 
Fairbairn et al. [48], and Novak and Lehky [49]. The second 
form of inverse identification, which uses optimization 
algorithms, was described e.g. in the work of Braasch and 
Estrin [50], and Vaz et al. [51]. General information about use 
of design optimization techniques in the area of structural 
engineering problems was published by Fedorik et al. [52]. 
Another way of utilization of optimization techniques for 
probabilistic design and analysis of load-carrying capacity of 
structures were published by Krejsa et al. [53]. 

In the case of inverse identification using optimization, the 
optimization task can be defined as the minimization of the 
difference between the experimental load-displacement curve 
and a curve obtained as the output of a numerical simulation in 
the selected computational system. In such a task, the design 
vector is created by previously unknown parameters of the 
nonlinear material model while the delimiting conditions are 
derived from the prerequisites from which the used material 
model was derived, or from the requirement for the smooth 
convergence of the solution.  

II. DEFINITION OF THE PROBLEM 
The inverse identification of parameters for the material 

model from the multiPlas library was performed on a load-
displacement curve obtained from the results of a three-point 
bending test performed on a notched concrete beam, which 
were published by Strauss et al. [54]. The dimensions of the 
beam were 360 x 120 x 58 mm. In order to achieve savings 
with regard to the computation time needed for the nonlinear 
simulation, the complexity of the plane stress task was reduced 
from 3D to 2D. The appearance of the test specimen is 
depicted in Fig. 1 

 

 
Fig. 1 Scheme of testing configuration 

With regard to the simplification mentioned above, 
boundary conditions were also simplified. In real experiments, 
support and the application of load are both provided using 
steel cylinders. When the numerical simulations were carried 
out, zero vertical displacements were prescribed at the 
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supports. The application of load was also realized in the form 
of vertical displacement, in order to maintain solvability and 
obtain the convergence of the solution, horizontal 
displacement was prevented at the load input location. 

A. Analysis of the input data 
The publication by Strauss et al. [54] presented tests on four 

sets of concrete specimens of strength class C25/30, as 
stipulated in [55]. Within these four sets, concrete mixtures 
with slump values of F45 and F70 were combined and then 
tested at the age of 28 and 170 days. Each set was composed 
of 5 test specimens. The concrete specimens were subjected to 
three-point bending tests, the output of which was a diagram of 
the dependence of loading force L (measured on a testing 
machine) and displacement d (measured on the test specimen 
at midspan). 

For the purposes of the presented article, only one load-
displacement curve was chosen for one of the test specimens 
with a slump value of F45 and an age of 28 days. The form of 
this L-d curve is clearly depicted in Fig. 2.  

 

 
Fig. 2 Reference L-d curve from a three-point bending test 

III. THE INVERSE IDENTIFICATION PROCESS 
For purpose of the execution of the successful inverse 

identification of the mechanico-physical parameters of the 
concrete, a functional computational model had to be 
constructed on the basis of finite elements, a suitable material 
model had to be selected and set up, and sensitivity analysis 
and the global optimization itself had to be carried out, the 
result of which was the sought material parameters.  

A. Nonlinear simulation of a three-point bending test 
A numerical simulation of a fracture test was performed in 

the ANSYS 15.0 computational system in combination with 
the multiPlas library of nonlinear material models.  

Due to task automation requirements, the whole calculation 
was controlled by a programmed macro which set up the 
geometry of the computational model and the parameters of 
the chosen constitutive law, input the solver settings, solved 
the calculation and finally exported the file containing the 
points for the L-d diagrams. This results file was then used by 

the optiSLang programme to evaluate similarities with the 
reference load-displacement curve. Based on this comparison, 
new sets of design vectors were generated for the sought 
parameters by a selected optimization algorithm, after which 
the parameter values of the constitutive law in the macro were 
replaced by these new values.  

B. The computational model 
A computational model of a concrete specimen was put 

together with previously-defined dimensions from a total of 
4800 4-node planar elements of the PLANE182 type. The 
mesh of finite elements was regular and rectangular; the edge 
length of each element was 3 mm and the thickness was 58 
mm. The problem was approached as a plane stress task with 
predefined thickness. At the location of the notch, two parallel 
lines were created with a shared node at the top of the notch. 
With regard to the fact that the monitored area with strongly 
nonlinear behaviour was located above the top of the notch, 
and due to the occurrence of local stress peaks in the area 
above the supports, a linear material model was assigned for 
the elements at both ends of the computational models within a 
30 mm-wide area on both sides of the supports. The final 
appearance of the computational model is depicted in Fig. 3. 

 

 
Fig. 3 Computational model 

C. The material model 
Based on the results of the numerical study [56], which 

investigated the usability of the selected material model of 
concrete for the approximation of fracture tests, the material 
model labelled Menetrey-Willam was selected for the 
identification of mechanico-physical parameters. The 
implementation of this constitutive relationship in the used 
database is based on work published by Menetrey [57], and 
Menetrey and Warnke [20], and also on a publication by 
Bazant and Jirasek [58]. 

This material model belongs to a group of material models 
of concrete which do not consider the influence of the strain 
rate on stress, and in which the decomposition of the total 
plastic strain vector, εtot, into an elastic component, εel, and a 
plastic part, εpl, is thus expected to take the following form 
[59]: 
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The formula for the yield surface as found in the programme 

manual [45] has the following form: 
 

0),(
),(

]),(2[
2

=Ω−
Ω

++= κσ
κσ

ρρθξ BerAFMW
 (2) 

 
with the elliptic function r(θ,e) developed by Klisinsky [60] on 
the basis of Willam and Warnke´s findings [12], which 
provides the transformation of a circular trajectory with the 
polar radius ρ into a triple symmetric ellipse [57]: 
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Where Ω(σ,κ) is a hardening/softening function with a work-
hardening law and A, B, C, D are model parameters whose 
form is given by the following relationships: 
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Basic mechanico-physical properties of concrete (uniaxial 
compressive strength fc, uniaxial tensile strength ft and biaxial 
compressive strength fb) are present in the given parameters of 
the model, A, B, C and D in (4) – (8). These strengths have to 
fulfil the following condition with regard to the functionality 
of the material model: 
 

.>> tcb fff  (9) 
 
The inequality between the compressive and tensile strength is 
satisfied naturally in the case of concrete. The satisfaction of 
the inequality between biaxial and uniaxial compressive 
strength can be achieved by rewriting the biaxial strength fb 
into the relation: 
 

1.>   where, kkff cb =  (10) 
 
The value of parameter k should be around 1.2, according to 
Sucharda and Brozovsky [61]. 

Also appearing in (1) for the plasticity surface are 
coordinates of Haigh-Westergaard cylindrical space, where χ 
represents the height, ρ the radius and θ the azimuth. The 
stated cylindrical coordinates can be expressed with the help 
of the first invariant of the stress tensor I1 and the deviatoric 
stress tensors J2 and J3 in the following manner: 
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With regard to the implementation of the angle θ in the 

formula of the plasticity function, the selected material model 
differs from models which use the Drucker-Prager plasticity 
surface. Such models may therefore be unable to approximate 
the behaviour of concrete correctly in certain loading 
situations. The Menetrey-Willam material model ranks among 
those material models with a non-associated plastic flow rule. 
This statement is supported by the fact that the plastic 
potential, unlike the yield surface, does not take lode angle θ 
into consideration [45]. The formula for the plastic potential 
takes the following form: 

 
ξρρ YXQMW ++= 2  (14) 

 
where parameters X and Y are again related to uniaxial 
compressive strength fc, uniaxial tensile strength ft, biaxial 
compressive strength fb and the so-called dilatancy angle ψ. 
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The inequality (17) shown above became a limiting condition 
in its own optimization procedure. 

From the point of view of the use of the FEM, the chosen 
material model utilizes the smeared crack concept [62]. The 
given problem was solved with the aid of a softening function 
based on the dissipation of specific fracture energy Gft, which 
thus acts as one of the sought parameters. With regard to the 
need to remove the negative dependence of the solution on the 
size of the mesh of finite elements, the nonlinear Menétrey-
Willam model makes use of Bazant’s Crack Band concept 
[63]. A complete overview of all material parameters which 
appear in the used material model are shown in Table 1. 
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Table 1 Parameters of the selected material model 

Par. Unit  Description 
E [Pa] Young’s modulus of elasticity 
ν [-] Poisson’s ratio 
fc [Pa] Uniaxial compression strength 
ft [Pa] Uniaxial tension strength 

k [-] 
Ratio between biaxial compressive 
strength and uniaxial compressive 
strength 

ψ [ ͦ ] Dilatancy angle (friction angle) 

εml [-] Plastic strain corresponding to the 
maximum load 

Gfc [Nm/m2] Specific fracture energy in 
compression 

Ωci [-] Relative stress level at the start of 
nonlinear hardening in compression 

Ωcr [-] Residual relative stress level in 
compression 

Gft [Nm/m2] Specific fracture energy in tension 

Ωtr [-] Residual relative stress level in 
tension 

 

D. Sensitivity analysis 
Sensitivity analysis is basically a task which seeks the level 

to which output data uncertainties are influenced by the 
variability of input data [64], [65]. As an optimization 
algorithm was used for the identification of the parameter 
values of the material model, it was appropriate to use 
sensitivity analysis as a pre-processing tool with regard to the 
general effort to decrease the dimensions of the design vector 
by removing insignificant parameters. Before the 
implementation of this part of the solution itself, a test set of 
simulations was carried out by the authors. The results of these 
calculations were used for the definition of the sensitivity 
analysis parameters and also for the smooth convergence of 
the individual nonlinear analyses. The above-mentioned results 
were represented by a pair of L-d curves which delimited the 
area of interest of the solution from the top and the bottom. 
The form of the curves is shown in Fig. 4. 

 

 

Fig. 4 Delimiting L-d curves 
 

 The practical use of the data obtained for the purposes 
stated above consisted in the determination of the extreme 
limit values of the design variables. The generating of samples 
in the given pre-tested interval was also the basis for the 
validity of the assumption of the smooth convergence of the 
individual solutions.  

In order to cover the design space with the needed 
implementations, the ALHS stochastic method was used [66]. 
The given method was employed mainly due to the limited 
number of simulations performed, which was a consequence of 
the relatively large computation time needed per individual 
nonlinear solution. The number of realizations was set at 300. 

When evaluating the results of the sensitivity analysis it was 
discovered that it is advantageous for the given problem to 
interpret the sensitivity analysis results separately for each 
individual part of the L-d curve. Certain input parameters only 
have a significant influence on the ascending branch, while 
others only affect the area of softening. As a result, the 
obtained results were interpreted with regard to the local 
deviation between the reference and calculated curve at the 
given part of the interval in question. 

The sensitivity analysis proved that the following material 
model parameters had the greatest influence on the resultatnt 
form of the L-d curve: Young´s modulus of elasticity E, the 
Poisson coefficient ν, specific tensile fracture energy Gft, and 
the relative value of residual tensile strength Ωtr. These 
parameters thus formed the basis for a reduced design vector. 
Based on the experience of the authors, the following three 
parameters were also considered as input data within the 
framework of the subsequent optimization loop: uniaxial 
tension strength ft, dilatancy angle ψ and plastic strain 
corresponding to the maximum load εml. The remaining 
material model parameters were fixed at the mean values of 
the relevant intervals in the following stages of inverse 
identification. The original full form of the design factor in the 
form of: 
 

,},,,,,,,,,,,{ T
fttrfccrcimltc GGkffE ΩΩΩ= εψνX  (18) 

was thus reduced for the subsequent optimization procedure 
to: 
 

.},,,,,,{ T
fttrmlt GfE Ω= εψνX  (19) 

 
Apart from the application detailed above, the sensitivity 

analysis results were also used for the determination of the 
form of the first generation of design vectors for the 
subsequent optimization process. Implementations which had 
the lowest objective function values were chosen for this 
purpose. 

E. Global optimization 
After the sensitivity analysis had been performed, the 

subsequent inverse identification of the material model 
parameters was carried out using an evolutionary algorithm. 
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Within the framework of the optiSLang programme, a 
combination of a genetic algorithm (GA) and an evolution 
strategy (ES) was used in the given case [67]. This robust 
method was also selected with regard to the possibility of 
partial failure when conducting numerical simulations at 
individual design points. The aim of the executed optimization 
task was to minimize the difference between the set reference 
curve and the curve obtained from the FEM simulation of 
fracture tests. The form of the objective function was thus 
given by the formula: 

 

∑
=

−=
n
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where yi* was the value of the force calculated within the 
framework of the numerical simulation and yi was the value of 
the force gained from the experimental L-d curve. When 
tuning the task it was necessary to consider the fact that the 
fields containing the results of the individual numerical 
simulations had dissimilar dimensions. This was due to the 
differing behaviour of the solver when dealing with the 
individual numerical simulations. This problem was solved 
using linear interpolation in which the values of the resultant 
curves were mapped on the basis of the division of the interval 
in question according to the reference curve. This adaptation 
enabled the subsequent comparison of corresponding force 
values. 

During the optimization process, inequality design 
constraints were also used with regard to the need to provide 
smooth convergence and with the purpose of enabling the 
Menetrey-Willam material model to function correctly. The 
form of these conditions was as follows: 

 

,
E
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The stated design constraints were applied mainly for the 
reason that the optimization algorithm would purposefully 
avoid such configurations of the design vector which implied 
the collapse of the solution within the FEM solver, and which 
could thus cause early termination of the optimization. Within 
the framework of the given optimization problem, a total of 30 
generations of design vectors were realized with the evolution 
algorithm. Each generation was composed of 10 design 
vectors. 

IV. RESULTS 
The result of the executed optimization was a load-

displacement curve whose shape is shown in Fig. 5. The 
depicted optimum was achieved in 247 iteration. When 
comparing the shape of this L-d curve and the reference curve, 
it can be said that good agreement was achieved along the 
whole length of the curve in the described way, and so the 
relevant material model parameters contained in the reduced 

design factor can be considered to be the identified 
mechanico-physical and fracture mechanical parameters of the 
tested material. The only deviation of a more significant nature 
to be observed is in the area of maximum loading. The 
maximum force measured during the experiment was Lmax,exp = 
4441.52 N and the maximum force for the given final 
numerical simulation reached Lmax,sim = 4282.60 N, which 
represents a percentage deviation |Δ| of 3.71 %. With regard to 
the size of this deviation it can be stated that the level of 
correctness of the tensile strength value ft is good. 

 

 
Fig. 5 Comparison of final and reference L-d curve 

 
The sizes of the parameter values of the material model are 

documented further in Table 2. Apart from the final values, the 
table also shows the values obtained for the pre-optimized 
parameters which originate from the sensitivity analysis, 
including the value of the objective function for this set of 
parameters. 
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Table 2 Results – final values of parameters 
Par. Unit  Sensitivity Global 

optimization 
ERROR [N2] 1169.3 1029.5 

E [Pa] 39.3∙109 41.5453∙109 
ν [-] 0.213 0.20141 
fc [Pa] 48.0∙106 48∙106 
ft [Pa] 2.388∙106 2.4∙106 
K [-] 1.198 1.2 
ψ [ ͦ ] 10 9 
εml [-] 0.001788 0.0021 
Gfc [Nm/m2] 1086 1000 
Ωci [-] 0.745667 0.75 
Ωcr [-] 0.147667 0.1 
Gft [Nm/m2] 50 50 
Ωtr [-] 0.0097667 0.00841073 

V. CONCLUSION 
The results stated in the previous paragraphs document the 

usability of optimization methods in the area of the inverse 
identification of the parameters of nonlinear material models. 
It has become apparent, though, that when performing the 
calculations for a specific task such as a simulated three-point 
bending test, the only parameters that can successfully be 
defined are those which are utilized in the given loading 
method. This is thus one of the possible disadvantages of the 
described method of inverse identification. By lowering the 
total amount of unknown parameters in the design vector, the 
computational time was reduced but, with regards to the 
fixation of insignificant parameters at the mean values of the 
intervals, these values cannot be considered as having been 
identified. 

In order to completely obtain all the parameters needed for 
the material model, parameters also need to be identified from 
experimental data originating from different tests. 

An undeniable advantage of the described inverse 
identification method is the fact that every numerically 
obtained curve for a certain set of parameters represents a truly 
converged numerical solution. This demonstrates the 
functionality and wide range of applications of the selected 
material model. The following steps can be taken in order to 
make the presented optimum more precise: (a) increase the 
number of generations of the design vectors and make the 
stopping criterion stricter, (b) execute another optimization 
procedure which uses a different algorithm while using the 
design vector corresponding to the optimum found earlier as 
the starting design. 

Based on the achieved results, the used material model can 
be considered to be suitable for the simulation of the nonlinear 
behaviour of concrete structures. It thus demonstrates that 
wider options exist for its implementation in the design and 
evaluation of whole concrete structures.  

REFERENCES   
[1] ANSYS Mechanical Theory Reference, Release 15.0, ANSYS, Inc., 

Canonsburg, PA, Novemeber 2013. 
[2] LS-DYNA Theory Manual, Livermore Software Technology Corporation 

(LSTC), Livermore CA, 2014. 
[3] F. Hokes, “Different Approaches to Numerical Simulations of 

Prestressed Concrete Structural Elements”, Applied Research in 
Materials and Mechanics Engineering, vol. 621, pp. 148-156, 2014, 
ISSN: 1660-9336. 

[4] P. Hradil, and J. Kala, “Nonlinear Behaviour of the Concrete Specimen 
under Shear load”, in Proc 3rd International Conference on 
Mathematical, Computational and Statistical Sciences (MCSS 15), 
Dubai, UAE, 2015, pp. 248-253, ISBN 978-1-61804-275-0, ISSN 2227-
4588. 

[5] J. Kala, P. Hradil and M. Bajer, “Reinforced concrete wall under shear 
load – Experimental and nonlinear simulation”, International Journal of 
Mechanics, vol. 9, pp. 206-212, 2015, ISSN: 1998-4448. 

[6] J. Kala and M. Husek, “Useful Material Models of Concrete when High 
Speed Penetrating Fragments are Involved”, in Proc 9th International 
Conference on Continuum Mechanics (CM '15), Rome, Italy, 2015, pp. 
182-185, ISBN 978-1-61804-346-7, ISSN 2227-4359. 

[7] P. Kral, J. Kala and P. Hradil, “Validation of the Response of Concrete 
Nonlinear Material Models Subjected to Dynamic Loading”, in Proc 9th 
International Conference on Continuum Mechanics (CM '15), Rome, 
Italy, 2015, pp. 182-185, ISBN 978-1-61804-346-7, ISSN 2227-4359. 

[8] J. Kralik and J. Kralik, “Seismic analysis of reinforced concrete frame-
wall systems considering ductility effects in accordance to Eurocode”, 
Engineering Structures, vol. 31, no. 12, pp. 2865-2872, 2009. 

[9] U. Cicekli, G. Voyiadjis, and R. Abu Al-Rub, “A plasticity and 
anisotropic damage model for plain concrete: the origin, evolution, and 
impact of doi moi”, International Journal of Plasticity, vol. 23, no. 10-
11, pp. 1874-1900, 2007. 

[10] F. Hokes, “The Current State-of-the-Art in the Field of Material Models 
of Concrete and other Cementitious Composites”, Applied Mechanics 
and Materials, vol. 729, pp. 134-139, 2015, ISSN: 1662-7482. 

[11] A. C. T. Chen and W. F. Chen, “Constitutive relations for concrete”, 
Journal of the Engineering Mechanical Division, ASCE 101, pp. 465–
481, 1975. 

[12] K. J. William and E. P. Warnke, “Constitutive model for the triaxial 
behavior of concrete”, International Association of Bridge and 
Structural Engineers, vol. 19, pp. 1-30, 1974. 

[13] Z. P. Bazant, “Endochronic inelasticity and incremental plasticity”, 
International Journal of Solids and Structures, vol. 14, no. 9, pp. 691-
714, 1978. 

[14] A. Dragon and Z. Mróz, “A continuum model for plastic-brittle 
behaviour of rock and concrete”, International Journal of Engineering 
Science, vol. 17, no. 2, pp. 121-137, 1979. 

[15] H. Schreyer, “A Third-Invariant Plasticity Theory for Frictional 
Materials”, Journal of Structural Mechanics, vol. 11, no. 2, pp. 177-
196, 1983. 

[16] E. Chen and O. Buyukozturk, “Constitutive Model for Concrete in 
Cyclic Compression”, Journal of Engineering Mechanics, vol. 111, no. 
6, pp. 797-814, 1985. 

[17] E. Onate, S. Oller, J. Oliver and J. Lubliner, “A constitutive model for 
cracking of concrete based on the incremental theory of plasticity”, 
Engineering Computations, vol. 5, no. 4, pp. 309-319, 1988. 

[18] E. Pramono and K. J. Willam, “Fracture Energy‐Based Plasticity 
Formulation of Plain Concrete”, Journal of Engineering Mechanics, 
vol. 115, no. 6, pp. 1183-1204, 1989. 

[19] G. Etse and K. J. Willam, “Fracture Energy Formulation for Inelastic 
Behavior of Plain Concrete”, Journal of Engineering Mechanics, vol. 
120, no. 9, pp. 1983-2011, 1994. 

[20] P. Menetrey and K. J. Willam, “Triaxial failure criterion for concrete 
and its generalization”, ACI Structural Journal, vol. 92, no. 3, pp. 311-
318, 1995. 

[21] P. Grassl, K. Lundgren and K. Gylltoft, “Concrete in compression: a 
plasticity theory with a novel hardening law”, International Journal of 
Solids and Structures, vol. 39, no. 20, pp. 5205-5223, 2002. 

[22] P. Grassl and M. Jirásek, “Damage-plastic model for concrete failure”, 
International Journal of Solids and Structures, vol. 43, no. 22-23, pp. 
7166-7196, 2006. 

INTERNATIONAL JOURNAL OF MECHANICS Volume 10, 2016

ISSN: 1998-4448 138 165



 

 

[23] K. Løland, “Continuous damage model for load-response estimation of 
concrete”, Cement and Concrete Research, vol. 10, no. 3, pp. 395-402, 
1980. 

[24] M. Ortiz and E. Popov, “Plain concrete as a composite material”, 
Mechanics of Materials, vol. 1, no. 2, pp. 139-150, 1982. 

[25] D. Krajcinovic, Damage mechanics, North-Holland Series in applied 
mathematics and mechanics, vol. 41, Amsterdam: North-Holland, 1996, 
761p. 

[26] L. Resende and J. Martin, “A progressive damage “continuum” model 
for granular materials”, Computer Methods in Applied Mechanics and 
Engineering, vol. 42, no. 1, pp. 1-18, 1984. 

[27] J. Simo and J. Ju, “Strain- and stress-based continuum damage models-
I. Formulation”, International Journal of Solids and Structures, vol. 23, 
no. 7, pp. 821-840, 1987. 

[28] J. Simo and J. Ju. “Strain- and stress-based continuum damage 
models—II. Computational aspects”, International Journal of Solids 
and Structures, vol. 23, no. 7, pp. 841-869, 1987. 

[29] V. Lubarda, D. Krajcinovic and S. Mastilovic, “Damage model for 
brittle elastic solids with unequal tensile and compressive strengths”, 
Engineering Fracture Mechanics, vol. 49, no. 5, pp. 681-697, 1994. 

[30] S. Yazdani and H. Schreyer, “Combined Plasticity and Damage 
Mechanics Model for Plain Concrete”, Journal of Engineering 
Mechanics, vol. 116, no. 7, pp. 1435-1450, 1990. 

[31] J. Lee and G. Fenves, “Plastic-Damage Model for Cyclic Loading of 
Concrete Structures”, Journal of Engineering Mechanics, vol. 124, no. 
8, pp. 892-900, 1998. 

[32] F. Gatuingt and G. Pijaudier-Cabot, “Coupled damage and plasticity 
modelling in transient dynamic analysis of concrete”, International 
Journal for Numerical and Analytical Methods in Geomechanics, vol. 
26, no. 1, pp. 1-24, 2002. 

[33] J. Wu, J. Li and R. Faria, “An energy release rate-based plastic-damage 
model for concretey”, International Journal of Solids and Structures, 
vol. 43, no. 3-4, pp. 583-612, 2006. 

[34] Z. P. Bazant and S-S. Kim, “Plastic-fracturing theory for concrete”, 
Journal of the Engineering Mechanical Division (ASCE), vol. 105, pp. 
407–428, 1979. 

[35] M. Ortiz, “A constitutive theory for the inelastic behaviour of concrete”, 
Mechanics of Materials, vol. 4, no. 1, pp. 67-93, 1985. 

[36] J. Lubliner, J. Oliver, S. Oller and E. Oñate, “A plastic-damage model 
for concrete”, International Journal of Solids and Structures, vol. 25, 
no. 3, pp. 299-326, 1989. 

[37] I. Imran and S. Pantazopoulou, “Plasticity Model for Concrete under 
Triaxial Compression”, Journal of Engineering Mechanics, vol. 127, 
no. 3, pp. 281-290, 2001. 

[38] W. Krätzig and R. Pölling, “An elasto-plastic damage model for 
reinforced concrete with minimum number of material parameters”, 
Computers, vol. 82, no. 15-16, pp. 1201-1215, 2004. 

[39] A. Menzel, “A framework for multiplicative elastoplasticity with 
kinematic hardening coupled to anisotropic damage”, International 
Journal of Plasticity, vol. 21, no. 3, pp. 397-434, 2005. 

[40] T. Belytschko and T. Black, “Elastic crack growth in finite elements 
with minimal remeshing”, International Journal for Numerical 
Methods in Engineering, vol. 45, no. 5, pp. 601–620, 1999. 

[41] N. Moes, J. Dolbow and T. Belytschko, “A finite element method for 
crack growth without remeshing”, Interantional Journal for Numerical 
Methods in Engineering, vol. 46, no. 1, pp. 131–150, 1999. 

[42] C. Daux, N. Moes, J. Dolbow, N. Sukumar and T. Belytschko, 
“Arbitrary branched and intersecting cracks with the extended finite 
element method”, Interantional Journal for Numerical Methods in 
Engineering, vol. 48, no. 12, pp. 1741–1760, 2000. 

[43] P. Cundall, “Formulation of a three-dimensional distinct element model 
– Part I: A scheme to detect and represent contacts in a system 
composed of many polyhedral blocks”, International Journal of Rock 
Mechanics & Mining Sciences & Geomechanics Abstracts, vol. 25, no. 
3, pp. 107–116, 1988. 

[44] J. Ghaboussi and R. Barbosa, “Three-dimensional discrete element 
method for granular materials”, International Journal for Numerical 
and Analytical Methods in Geomechanics, vol. 14, pp. 451–472, 1990. 

[45] User’s Manual Release 5.1.0 for ANSYS 15.0, Dynardo GmbH, 
Weimar, Germany, 2014. 

[46] A. Gavrus, E. Massoni and J. L. Chenot, “An inverse analysis using a 
finite element model for identification of rheological parameters, in 

Proc. 6th Conference on Metal Forming, Cracow, Poland, vol. 60, 
1996, pp. 447–454. 

[47] J. Planas, G. Guinea and M. Elices, “Size effect and inverse analysis in 
concrete fracture”, International Journal of Fracture, vol. 95, no. 1, pp. 
367-378, 1999. 

[48] E. Fairbairn, C. Paz, N. Ebecken and F. Ulm, “Use of neural networks 
for fitting of FE probabilistic scaling model parameters”, International 
Journal of Fracture, vol. 95, no. 1, pp. 315-324, 1999. 

[49] D. Novak and D. Lehky, “ANN inverse analysis based on stochastic 
small-sample training set simulation”, Engineering Applications of 
Artificial Intelligence, vol. 19, no. 7, pp. 731-740, 2006. 

[50] H. Braasch and Y, Estrin, “Parameter identification for a two-internal 
variable constitutive model using the evolution strategy”, in Bertram 
LA, Brown SB, Geed AS, editors, Not available, vol. MD43 and AMD 
168, pp. 47-56, 1993. 

[51] M. Vaz, E. Cardoso, P. Muñoz-Rojas, T. Carniel, M. Luersen, M. 
Tomiyama, J. Da Silva, J. Stahlschmidt and R. Trentin, “Identification 
of constitutive parameters - optimization strategies and applications”, 
Materialwissenschaft und Werkstofftechnik, Vol. 46, Issues 4-5, 2015, 
pp. 477-491. 

[52] F. Fedorik, J. Kala, A. Haapala and M. Malaska. (2015, September) Use 
of design optimization techniques in solving typical structural 
engineering related design optimization problems, Structural 
Engineering and Mechanics. [online]. 55(6). pp. 1121-1137. Available: 
http://www.scopus.com/inward/record.url?eid=2-s2.0-
84942878269&partnerID=40&md5=42da8772c33f8efafa8027f4914140
62. 

[53] M. Krejsa, P. Janas and V. Krejsa, “Software application of the DOProC 
method”, International Journal of Mathematics and Computers in 
Simulation, vol. 8, no. 1, pp. 121-126, 2014, ISSN: 19980159. 

[54] T. Zimmermann, A. Strauss, D. Lehky, D. Novak and Z. Kersner, 
“Stochastic fracture-mechanical characteristics of concrete based on 
experiments and inverse analysis”, Construction and Building 
Materials, vol. 73, pp. 535-543, 2014. 

[55] Concrete – Part 1: Specification, performance, production and 
conformity, EN 206-1, European Committee for Standardization, 2005. 

[56] F. Hokes, “Comparison of suitability of selected material models of 
concrete for inverse identification of parameters with the aid of 
optimization algorithms”, in Proc 31st International Conference 
Computational Mechanics, Pilsen Czech Republic, 2015, pp. 31-33 

[57] P. Menétrey, “Numerical Analysis of Punching Failure in Reinforced 
Concrete Structures”, PhD Thesis, École polytechnique fédérale de 
Lausane EPFL, Lausanne, 1994. 

[58] M. Jirasek and Z. P. Bazant, Inelasitc analysis of structures, London: 
John Wiley & Sons, 2002. 

[59] J. C. Simo and T. J. R. Hughes. Computational inelasticity, New-York: 
Springer, 1998. 

[60] M. Klisinsky, “Degradation and plastic deformation of concrete”, Polish 
Academy of Sciences, Iftr report 38, 1985. 

[61] O. Sucharda and J. Brožovský, “Elastic-Plastic Modelling of Reinforced 
Concrete Beam: Implementation and Comparison with the Experiment”, 
Transactions of the VŠB - Technical University of Ostrava. 
Construction Series, vol. XI, no. 1, pp. 1-7, 2011. 

[62] R. Pölling, “Eine praxisnahe, schädigungsorientierte 
Materialbeschreibung von Stahlbeton für Strukturanalysen”. PhD 
Thesis, Ruhr-Universität, Bochum, 2000. 

[63] Z. P. Bazant and B. H. Oh, “Crack band theory for fracture of concrete”, 
Material and Structures, Rilem, vol. 16, pp. 155-177, 1983. 

[64] Z. Kala, “Sensitivity and reliability analyses of lateral-torsional buckling 
resistance of steel beams,” Archives of Civil and Mechanical 
Engineering, vol. 15, no. 4, pp. 1098–1107, 2015. 

[65] Z. Kala, J. Kala, M. Škaloud, and B. Teply, “Sensitivity analysis of the 
effect of initial imperfections on the (i) ultimate load and (ii) fatigue 
behaviour of steel plate girders,” Journal of Civil Engineering and 
Management, vol. 11, no. 2, pp. 99–107, 2005. 

[66] D. E. Huntington and C. S. Lyrintzis, “Improvement to limitations of 
Latin hypercube sampling”, Probabilistic Engineering Mechanics, vol. 
13, pp. 245-253, 1998. 

[67] Method for multi-disciplinary optimization and robustness analysis, 
Dynardo GmbH, Weimar, Germany, 2014. 

INTERNATIONAL JOURNAL OF MECHANICS Volume 10, 2016

ISSN: 1998-4448 138 166

http://www.scopus.com/inward/record.url?eid=2-s2.0-84942878269&partnerID=40&md5=42da8772c33f8efafa8027f491414062
http://www.scopus.com/inward/record.url?eid=2-s2.0-84942878269&partnerID=40&md5=42da8772c33f8efafa8027f491414062
http://www.scopus.com/inward/record.url?eid=2-s2.0-84942878269&partnerID=40&md5=42da8772c33f8efafa8027f491414062



