
 

 

 
Abstract—This paper discusses the approximations with the local 

basis of the second level and the sixth order. We call it the 
approximation of the second level because in addition to the function 
values in the grid nodes it uses the values of the function, and the first 
and the second derivatives of the function. Here the polynomial 
approximations and the non-polynomial approximations of a special 
form are discussed. The non-polynomial approximation has the 
properties of polynomial and trigonometric functions. The 
approximations are twice continuously differentiable. Approximation 
theorems are given. These approximations use the values of the 
function at the nodes, the values of the first and the second 
derivatives of the function at the nodes, and the local basis splines. 
These basis splines are used for constructing variational-difference 
schemes for solving boundary value problems for differential 
equations. Numerical examples are given 
 

Keywords—Non-polynomial approximation, polynomial 
approximation, variational-difference method.  

I. INTRODUCTION 

HE advantages of finite-difference methods for the 
approximate solution of boundary value problems for 

differential equations are well known. The finite difference 
matrix contains few nonzero elements. The elements of the 
finite difference matrix, as well as the right-hand side of this 
system, are calculated quite simply. Variational difference 
methods  have several advantages over the finite-difference 
methods. For example, there are cases when the difference 
approximation of an elliptic differential equation is non-
elliptic. A lot of attention to the construction and study of 
variational-difference methods was given by Prof. 
S.G.Michlin (see [1]). In the paper, the construction of 
polynomial splines of the Hermitian type was considered. 
Prof. S.G.Mikhlin constructed variational-difference 
approximations based on these splines. In recent years 
variational-difference schemes are within the area of focus of 
some papers (see, for example, [2], [3]. 
B-splines can be used to solve boundary value problems. In  
study [4] the authors  deal with the cubic B-spline method to 
solve two-point boundary value problems. The cubic B-spline 
approximation equation, based on quarter-sweep concept, are 
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used to discretize the proposed problem and construct the 
linear system. For example, the variational-difference method 
and B-spline interpolation method with different degrees were 
used in paper [5] for the design of the lenses surfaces. 
Hermite-type splines make it possible to approximate not only 
a function, but also its derivatives. Hermite splines are often 
used to solve various problems (see [6]). Much attention is 
paid to the construction of splines in the papers by prof. 
Y.K.Demjanovich (see [7]). Among non-polynomial splines, 
trigonometric splines are of significant interest. Cubic 
Hermitian splines are widely known and often used. Cubic 
Hermite curves are adopted in conjunction with the level set 
method to represent curved interfaces in paper [8]. 
In paper [9] the authors construct spline interpolation  with the 
property of monotonicity and convexity preservation, using 
two types of splines: the Cubic Spline (CS), and the Hermite 
Cubic Rational polynomial Spline (CRS). Both curves are 
based on the shape preserving the Hermite Variable Degree 
Spline (VDS). 
In 1964 Schoenberg introduced  trigonometric spline functions 
and proved the existence of locally supported trigonometric 
spline and B-spline functions [10]. In some cases, the use of 
trigonometric splines is preferable to the use of polynomial 
splines. 
This paper continues the series of papers on approximation 
with local polynomial and non-polynomial splines (see [11], 
[12], [13], [14], [15]). The proposed paper offers non-
polynomial splines of the Hermite type with the sixth order 
approximation of the second level (height), as well as smooth 
non-polynomial splines. The construction of these splines uses 
the functions of the Chebyshev system.  These non-
polynomial splines solve the Hermite interpolation problem. 
These local basis functions  can be used in solving problems 
of the mean-square approximation, solving boundary value 
problems by the variational-difference method, and solving 
integral equations. In this paper we consider the features of the 
application of polynomial and non-polynomial splines of the 
sixth order of approximation of the second level for solving 
boundary value problems by the variational-difference 
method. The advantages of using sixth-order splines of 
approximation of the second height include the fact that we 
obtain not only an approximate solution, but also 
approximations to the first and second derivatives of the 
solution. 
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II. ABOUT VARIATIONAL-DIFFERENCE METHOD 

A. General Information 

First, we recall the features of solving boundary value 
problems by the variational-difference method. 
Denote by ܣ a positive definite symmetric operator in a real 
Hilbert space ܪ. Thus, there exists a constant γ such that the 
inequality 

ሺݑܣ, ሻݑ  γሺݑ, ,ሻݑ γ  0, ݑ ∈  ሻ              (1)ܣሺܦ

is valid where ܦሺܣሻ is the domain of definition of the operator 
 Consider the equation .ܪ dense in ܣ

ݑܣ ൌ ݂, ݂ ∈  (2)                                    .ܪ

The bilinear form  
ሾݑ, ሿݒ ൌ ሺݑܣ, ,ሻݒ ,ݑ ݒ ∈  ሻ,                   (3)ܣሺܦ

defines a scalar product on ܦሺܣሻ. Denote by ܪ the 
completion of ܦሺܣሻ with respect to the norm generated by the 
scalar product (3). Applying inequality (1) we see that for 
,ݑ ݑ ∈  ሻ the followed inequality validܣሺܦ

ሾݑ െ ,ݑ ݑ െ ሿݑ  γሺݑ െ ,ݑ ݑ െ  .ሻ	ݑ

Thus, the convergence in ܪ. implies the convergence in ܪ. 
We have a chain of embeddings ܦሺܣሻ ⊂ ܪ ⊂  From the .ܪ
inequality (1) it is easy to obtain the following inequality 

ሾݑ, ሿݑ  γሺݑ, ,ሻݑ ݑ ⊂  .ܪ
 
We denote the energy functional by ܨሺݑሻ, 
 

ሻݑሺܨ ൌ ሾݑ, ሿݑ െ 2ሺݑ, ݂ሻ, ݑ ∈  .ܪ
 

It is known that if equation (2) has a solution, then the 
functional ܨሺݑሻ  has the smallest value when  ݑ ൌ  . Theݑ
converse is also true, the element ݑ at which the minimum of 
functional ܨሺݑሻ is reached is a solution to equation (2). Thus, 
if ݑ. is an element on which the minimum of the energy 
functional is realized, then we obtain the equation: 
 

ሾݑ, ሿݒ ൌ ሺ݂, ,ሻݒ ݒ ∈  .ܪ

Let  space  ܪሺሻ be such that ܪሺሻ ⊂ …,. Let a basis ߮ଵܪ , ߮ 
be chosen in the space ܪሺሻ. We take an approximate solution 
ܷ,ܷ  :ሺሻ, in the formܪ ∋

ܷ ൌ	ܿ߮



ୀଵ

, ܿ ൌ  .ݐݏ݊ܿ

Now we receive 

ሺܷሻܨ ൌ ܿ



ୀଵ

߮, ܿ	߮



ୀଵ

 െ 2ቌ݂, ܿ߮



ୀଵ

ቍ 

 
From the condition 

ሺܷሻܨ߲

߲ܿ
ൌ 0, ݅ ൌ 1,2,… , ݊, 

We obtain the system of equations: 
 

ܿ



ୀଵ

ൣ߮, ߮൧ ൌ ൫݂, ߮൯, ݆ ൌ 1, 2,… , ݊. 

 
Using the method described above, we will solve the boundary 
problem: 
 

ݑܣ ൌ െ	
݀
ݔ݀

൬ሺݔሻ
ݑ݀
ݔ݀
൰  ݑሻݔሺݎ ൌ ݂ሺݔሻ,	 

ሺܽሻݑ ൌ 0, ሺܾሻݑ ൌ 0. 

 
In the case of setting the boundary conditions 	
ሺܽሻݑ ൌ 0, ሺܾሻݑ ൌ 0, the scalar product can be determined by 
the formula (see [1]): 
 

ሺݑܣ, ሻݒ ൌ න ൬ሺݔሻ
ݑ݀
ݔ݀

ݒ݀
ݔ݀

 ሻ൰ݔሺݒሻݔሺݑሻݔሺݎ .ݔ݀



 

ሺݑ, ݂ሻ ൌ න .ݔ݀	݂	ݑ



 

To solve the boundary value problem, we apply the 
variational-difference method while using sixth-order 
polynomial splines of approximation of the second  level. In 
the next section, polynomial and non-polynomial 
approximations will be considered; a numerical example will 
be considered in the fourth section. 

III. ABOUT SIXTH ORDER SPLINE APPROXIMATION 

 
Let ݊ be a positive number, ݊  3, and ܽ, ܾ real numbers. 

Let function ݑሺݔሻ be such that  ݑ ∈ С	ሺሾܽ, ܾሿሻ. The  nodes 
ݔ 	∈ ሾܽ, ܾሿ,  ݆ ൌ 0,… , ݊, such that ܽ  ⋯	൏ ିଵݔ 	൏ ݔ ൏
ାଵݔ 	൏ 	… 	 	ܾ. The formulas of the basis splines of the 
second level and the sixth order of approximation ݓ,ሺݔሻ, 
 ሻ, on anݔାଵ,ଶሺݓ ,ሻݔ,ଶሺݓ ,ሻݔାଵ,ଵሺݓ ,ሻݔ,ଵሺݓ ,ሻݔାଵ,ሺݓ
interval ሾݔ,  ାଵሿݔ
are obtained by solving the following system of equations: 

 
߮ሺݔሻݓ,ሺݔሻ  ߮ሺݔାଵሻݓାଵ,ሺݔሻ  

߮′ሺݔሻݓ,ଵሺݔሻ  ߮′ሺݔାଵሻݓାଵ,ଵሺݔሻ  

߮′′ሺݔሻݓ,ଶሺݔሻ  ߮′′ሺݔାଵሻݓାଵ,ଶሺݔሻ ൌ ߮ሺݔሻ, 

݅ ൌ 0, 1, 2, 3, 4, 5. 

The system of functions ߮ should be the Chebyshev system 
on the interval ሾߙ, ,ߙ  ሿ, whereߚ ߙ ,are real numbers ߚ ൏  .ߚ

Based on different systems ߮ we will obtain different basis 
functions ݓ,ሺݔሻ, ݓାଵ,ሺݔሻ, ݓ,ଵሺݔሻ, ݓାଵ,ଵሺݔሻ, ݓ,ଶሺݔሻ, 
 ሻݔሻ.  We construct the approximation of  function ܷሺݔାଵ,ଶሺݓ
with these splines on the interval  ሾݔ,  :ାଵሿ  in the formݔ
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ܷሺݔሻ ൌ ሻݔ,ሺݓ൯ݔ൫ݑ  ሻݔ,ଵሺݓ൯ݔ൫′ݑ+ሻݔାଵ,ሺݓାଵ൯ݔ൫ݑ  

ݑ′൫ݔାଵ൯ݓାଵ,ଵሺݔሻ   .ሻݔାଵ,ଶሺݓ ାଵ൯ݔ൫′′ݑ+ሻݔ,ଶሺݓ ൯ݔ൫′′ݑ

 

The following theorem is valid if ߮ ൌ ݅ ,ݔ ൌ
0, 1, 2, 3, 4, 5. 

 
Theorem 1. Let function ݑሺݔሻ be such that  ݑ ∈ С	ሺሾܽ, ܾሿሻ. 

߮ ൌ ݅ ,ݔ ൌ 0, 1, 2, 3, 4, 5. Suppose the ordered distinct nodes  
ାଵݔ   areݔ െ ݔ ൌ ݄. Then for  ݔ	 ∈ 	 ሾݔ,  ାଵሿ we haveݔ

ሻݔሺݑ| െ ܷሺݔሻ|  	ଵ݄ܭ ∥ 	 ሺሻݑ ∥ሾ௫ೕ,௫ೕశభሿ 

ଵܭ ൎ 0.015625/6! . 

 
 Proof. On the interval ሾݔ,  ାଵሿ we have the followingݔ

relations: ܷ൫ݔ൯ ൌ ,൯ݔ൫ݑ ܷ′൫ݔ൯ ൌ ,൯ݔ൫′ݑ ܷ′′൫ݔ൯ ൌ  ,൯ݔ൫′′ݑ
ܷ൫ݔାଵ൯ ൌ ,ାଵ൯ݔ൫ݑ ܷ′′൫ݔାଵ൯ ൌ ାଵ൯ݔାଵ൯, ܷ′൫ݔ൫′′ݑ ൌ
 ାଵ൯. Thus we can construct the Hermite interpolationݔ൫′ݑ
polynomial ܷሺݔሻ on the interval ሾݔ,  ାଵሿ with the basisݔ
functions: 
 

ሻݔ,ሺݓ ൌ
ሺ௫ିೕశభሻ

య

ሺೕିೕశభሻఱ
ଶܲ, where ݔ ∈ ሾ ܺ, ܺାଵሿ, 

ଶܲ ൌ ଶݔ6  ݔ3 ܺାଵ െ ݔ15 ܺ  10 ܺ
ଶ  ܺାଵ

ଶ െ 5 ܺ ܺାଵ, 

ሻݔ,ሺݓ ൌ
ሺ௫ିೕషభሻ

య

ሺೕିೕషభሻఱ
ܳଶ, where ݔ ∈ ሾ ܺିଵ, ܺሿ, 

ܳଶ ൌ ଶݔ6  ݔ3 ܺିଵ െ ݔ15 ܺ  10 ܺ
ଶ  ܺିଵ

ଶ െ 5 ܺ ܺିଵ, 

ሻݔାଵ,ሺݓ ൌ
ିሺ௫ିೕሻ

య

ሺೕିೕశభሻఱ
ܵଶ, where ݔ ∈ ሾ ܺ, ܺାଵሿ, 

ܵଶ ൌ ଶݔ6  ݔ3 ܺ െ ݔ15 ܺାଵ  ܺ
ଶ  10 ܺାଵ

ଶ െ 5 ܺ ܺାଵ, 
 

ሻݔ,ଵሺݓ ൌ
ି൫௫ିೕశభ൯

య

൫ೕିೕశభ൯
ర ሺݔ െ ܺሻ ଵܲ, where ݔ ∈ ሾ ܺ, ܺାଵሿ, 

ଵܲ ൌ ݔ3 െ 4 ܺ  ܺାଵ, 

ሻݔ,ଵሺݓ ൌ
ି൫௫ିೕషభ൯

య

൫ೕିೕషభ൯
ర ሺݔ െ ܺሻܳଵ, where ݔ ∈ ሾ ܺିଵ, ܺሿ, 

ܳଵ ൌ ݔ3 െ 4 ܺ  ܺିଵ, 
 

ሻݔାଵ,ଵሺݓ ൌ
ିሺ௫ିೕሻ

య

ሺೕିೕశభሻర
ሺݔ െ ܺାଵሻ ଵܵ, where ݔ ∈ ሾ ܺ, ܺାଵሿ, 

ଵܵ ൌ ݔ3 െ 4 ܺାଵ  ܺ, 
 

ሻݔ,ଶሺݓ ൌ
൫௫ିೕశభ൯

య

	ଶ൫ೕିೕశభ൯
య ൫ݔ െ ܺ൯

ଶ
, where ݔ ∈ ሾ ܺ, ܺାଵሿ, 

ሻݔ,ଶሺݓ ൌ
൫௫ିೕషభ൯

య

ଶ൫ೕିೕషభ൯
య ൫ݔ െ ܺ൯

ଶ
, where ݔ ∈ ሾ ܺିଵ, ܺሿ, 

ሻݔାଵ,ଶሺݓ ൌ
ି൫௫ିೕశభ൯

మ

ଶ൫ೕିೕశభ൯
య ൫ݔ െ ܺ൯

ଷ
, where ݔ ∈ ሾ ܺ, ܺାଵሿ, 

 
These basis functions can be obtained from the system of 

equations, when ߮ ൌ  .ݔ
Using the theorem of the error of Hermite interpolation we 

get that the error of the interpolation will be the following: 

ሻݔሺݑ െ ܷሺݔሻ ൌ 	 ௨
ሺలሻሺకሻ

!
ሺݔ െ ݔሻଷሺݔ െ ߦ ,ାଵሻଷݔ ൌ   ,ሻݔሺߦ

ߦ ∈ 	 ሾݔ,  . ାଵሿݔ
If we put ݔ ൌ ݔ  ݐ ,݄	ݐ ∈ ሾ0,1ሿ, we obtain 
ሺݔ െ ݔሻଷሺݔ െ ାଵሻଷݔ ൌ ݄	ݐଷሺݐ െ 1ሻଷ	. It is easy to obtain 
max
௧∈ሾ,ଵሿ

ݐଷሺݐ|	 െ 1ሻଷ	| =0.015625. 

The proof is complete. 
 
Remark. If ݔ ൌ ݔ  ,݄ݐ ݐ ∈ ሾ0,1ሿ	, then the basis splines are of 
the form: 

ݔ,൫ݓ  ൯݄ݐ ൌ െሺ6ݐଶ  ݐ3  1ሻሺݐ െ 1ሻଷ, 
ݔାଵ,൫ݓ  ൯݄ݐ ൌ ሺ6ݐଶ െ ݐ15  10ሻݐଷ, 
ݔ,ଵ൫ݓ  ൯݄ݐ ൌ െ݄ݐሺ3ݐ  1ሻሺݐ െ 1ሻଷ, 
ݔାଵ,ଵ൫ݓ  ൯݄ݐ ൌ െ݄ሺݐ െ 1ሻሺ3ݐ െ 4ሻݐଷ, 

ݔ,ଶ൫ݓ  ൯݄ݐ ൌ െ݄ଶݐଶሺݐ െ 1ሻଷ/2, 
ݔାଵ,ଶ൫ݓ  ൯݄ݐ ൌ ݄ଶݐଷሺݐ െ 1ሻଶ/2, 

 
Solving the system of equations when ߮௦ ൌ cos	ሺݔݏሻ, ݏ ൌ

0, 1, 2, ߮௦ ൌ sin	ሺݔݏሻ, ݏ ൌ 1, 2, ߮ହ ൌ  we obtain the ,ݔ
formulas of nonpolynomial basis splines of the sixth order of 
approximation of the second level: 
 

ܹ, ൌ ൫16 ܺାଵ െ ݔ16  15 sin൫ ܺ െ ܺାଵ൯
െ 12 sin൫2 ܺ െ 2 ܺାଵ൯  8 sin൫ݔ െ ܺ൯
 18ሺݔ െ ܺାଵ൯ cos൫ ܺ െ ܺାଵ൯  

2ሺ ܺାଵ െ ሻݔ cos൫3 ܺ െ 3 ܺାଵ൯  3sin	ሺ3 ܺ െ 3 ܺାଵሻ 
െ12 sin൫ݔ  ܺ െ 2 ܺାଵ൯  4sin	ሺݔ െ 3 ܺ  2 ܺାଵሻ 
െ12 sin൫ݔ െ 2 ܺ  ܺାଵ൯  4sin	ሺݔ െ 3 ܺାଵ  2 ܺሻ 

4 sin൫2ݔ െ 2 ܺ൯ െ 6sin	ሺ2ݔ െ ܺ െ ܺାଵሻ 
െsin൫2ݔ െ 3 ܺ  ܺାଵ൯  4sin	ሺ2ݔ െ 2 ܺାଵሻ 
െsin൫2ݔ  ܺ െ 3 ܺାଵ൯  8sin	ሺݔ െ ܺାଵሻሻ/݀, 

 
݀ ൌ 2ሺ8൫ ܺାଵ െ ܺ൯  15sin	ሺ ܺ െ ܺାଵሻ 

െ12 sin൫2 ܺ െ 2 ܺାଵ൯  9ሺ ܺ െ ܺାଵሻcos	ሺ ܺ െ ܺାଵሻ 
൫ ܺାଵ െ ܺ൯ cos൫3 ܺ െ 3 ܺାଵ൯  3 sin൫3 ܺ െ 3 ܺାଵ൯, 

ܹାଵ, ൌ ሺ18൫ ܺ െ ሺ	൯cosݔ ܺ െ ܺାଵሻ 
2൫ݔ െ ܺ൯ cos൫3 ܺ െ 3 ܺାଵ൯  3sin	ሺ3 ܺ െ 3 ܺାଵሻ 
12 sin൫ݔ  ܺ െ 2 ܺାଵ൯  12sin	ሺݔ  ܺାଵ െ 2 ܺሻ 
െ4 sin൫ݔ െ 3 ܺ  2 ܺାଵ൯ െ 4sin	ሺݔ െ 3 ܺାଵ  2 ܺሻ 

െ4sin൫2ݔ െ 2 ܺ൯ െ 4sin	ሺ2ݔ െ 2 ܺାଵሻ 
sin൫2ݔ െ 3 ܺ  ܺାଵ൯  sin	ሺ2ݔ െ 3 ܺାଵ  ܺሻ 
6 sin൫2ݔ െ ܺ െ ܺାଵ൯ െ 12sin	ሺ2 ܺ െ 2 ܺାଵሻ 
െ8 sin൫ݔ െ ܺାଵ൯ െ 8 sin൫ݔ െ ܺ൯  16ሺݔ െ ܺሻ 

15 sin൫ ܺ െ ܺାଵ൯ /݀, 
 

ܹ,ଵ ൌ ሺ9 cos൫3 ܺ െ 3 ܺାଵ൯ െ 9cos	ሺ ܺ െ ܺାଵሻ 
3cos	ሺ ܺ െ 3 ܺାଵ   ሻݔ2

24൫ ܺ െ ܺାଵ൯sin	ሺݔ  ܺାଵ െ 2 ܺሻ 
2൫ ܺ െ ܺାଵ൯sin	ሺ ܺ െ 3 ܺାଵ   ሻݔ2
8൫ ܺାଵ െ ܺ൯sin	ሺݔ െ 3 ܺାଵ  2 ܺሻ 
6൫ ܺ െ ܺାଵ൯sin	ሺ2ݔ െ ܺ െ ܺାଵሻ 
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12cos൫ݔ  ܺାଵ െ 2 ܺ൯  12cos	ሺݔ  ܺ െ 2 ܺାଵሻ 
െ12 cos൫ݔ െ 3 ܺାଵ  2 ܺ൯ െ 12cos	ሺݔ െ 3 ܺ  2 ܺାଵሻ 

24൫ ܺ െ ൯ݔ sin൫2 ܺ െ 2 ܺାଵ൯ 
8൫ ܺାଵ െ ܺ൯sin	ሺ2ݔ െ 2 ܺሻ 
6൫ݔ െ ܺାଵ൯sin	ሺ3 ܺ െ 3 ܺାଵሻ 
16൫ ܺାଵ െ ܺ൯sin	ሺݔ െ ܺሻ 

sin	ሺ ܺ െ ܺାଵሻሺ30ݔ െ 18 ܺାଵሻ െ 12 ܺሻ 
െ6 cos൫2ݔ െ ܺ െ ܺାଵ൯  3cos	ሺ2ݔ െ 3 ܺ  ܺାଵሻሻ/ሺ2݀ሻ, 

 

ܹାଵ,ଵ ൌ(9 cos൫ ܺ െ ܺାଵ൯ െ 9 cos൫3 ܺ െ 3 ܺାଵ൯ 
െ3cos൫ ܺ െ 3 ܺାଵ  ൯ݔ2  16൫ ܺାଵ െ ܺ൯sin	ሺݔ െ ܺାଵሻ 

6൫ ܺ െ ܺାଵ൯sin	ሺ2ݔ െ ܺ െ ܺାଵሻ 
sin	ሺ ܺ െ ܺାଵሻሺ30ݔ െ 12 ܺାଵ െ 18 ܺሻ 

8൫ ܺାଵ െ ܺ൯sin	ሺ2ݔ െ 2 ܺାଵሻ 
െ12 cos൫ݔ  ܺାଵ െ 2 ܺ൯ 12cos	ሺݔ െ 3 ܺାଵ  2 ܺሻ 

6cos൫2ݔ െ ܺ െ ܺାଵ൯ െ 3cos	ሺ2ݔ  ܺାଵ െ 3 ܺሻ 
6ሺݔ െ ܺሻsin	ሺ3 ܺ െ 3 ܺାଵሻ 

24൫ ܺ െ ܺାଵ൯sin	ሺݔ  ܺ െ 2 ܺାଵሻ 
8൫ ܺାଵ െ ܺ൯sin	ሺݔ െ 3 ܺ  2 ܺାଵሻ 
2൫ ܺ െ ܺାଵ൯sin	ሺ2ݔ െ 3 ܺ  ܺାଵሻ 
24൫ ܺାଵ െ ሺ2	൯sinݔ ܺ െ 2 ܺାଵሻ 

12 cos൫ݔ െ 3 ܺ  2 ܺାଵ൯ െ 12 cos൫ݔ  ܺ െ 2 ܺାଵ൯ /ሺ2݀ሻ, 
 

ܹ,ଶ ൌ ሺሺ30ݔ െ 12 ܺ െ 18 ܺାଵሻcos	ሺ ܺ െ ܺାଵሻ 
2൫ݔ െ ܺାଵ൯ cos൫3 ܺ െ 3 ܺାଵ൯  16sin	ሺݔ െ ܺሻ 
12൫ ܺ െ ൯ݔ cos൫2 ܺ െ 2 ܺାଵ൯ െ 8sin	ሺݔ െ ܺାଵሻ 
െ3 sin൫3 ܺ െ 3 ܺାଵ൯ െ 12sin	ሺݔ  ܺ െ 2 ܺାଵሻ 
െ4sin൫ݔ െ 3 ܺ  2 ܺାଵ൯  2sin	ሺ2ݔ െ 2 ܺሻ 

8 sin൫ݔ െ 3 ܺାଵ  2 ܺ൯  sin	ሺ2ݔ െ 3 ܺ  ܺାଵሻ 
െ12sin	ሺ2ݔ െ ܺ െ ܺାଵሻ+14sin	ሺ2ݔ െ 2 ܺାଵሻ 

െ5 sin൫ ܺ െ 3 ܺାଵ  ൯ݔ2  20ሺ ܺାଵ െ  ሻݔ
12൫ ܺାଵ െ ܺ൯ cos൫ݔ  ܺାଵ െ 2 ܺ൯ െ 6sin	ሺ2 ܺ െ 2 ܺାଵሻ 
16൫ ܺ െ ܺାଵ൯ cos൫ݔ െ ܺ൯  4൫ ܺ െ ܺାଵ൯cos	ሺ2ݔ െ 2 ܺሻ 
4൫ ܺାଵ െ ܺ൯ cos൫ݔ െ 3 ܺାଵ  2 ܺ൯  21sin	ሺ ܺ െ ܺାଵሻ 

6൫ ܺାଵ െ ܺ൯cos	ሺ2ݔ െ ܺ െ ܺାଵሻ 
2൫ ܺ െ ܺାଵ൯ cos൫2ݔ  ܺ െ 3 ܺାଵ൯ /ሺ2݀ሻ, 

 

ܹାଵ,ଶ ൌ ሺሺ18 ܺ  12 ܺାଵ െ ሺ	ሻcosݔ30 ܺ െ ܺାଵሻ 
2൫ ܺ െ ൯ݔ cos൫3 ܺ െ 3 ܺାଵ൯ െ 14sin	ሺ2ݔ െ 2 ܺሻ 
െ3 sin൫3 ܺ െ 3 ܺାଵ൯ െ 8sin	ሺݔ െ 3 ܺ  2 ܺାଵሻ 

12 sin൫ݔ  ܺାଵ െ 2 ܺ൯  4sin	ሺݔ െ 3 ܺାଵ  2 ܺሻ 
12 sin൫2ݔ െ ܺ െ ܺାଵ൯  5sin	ሺ2ݔ  ܺାଵ െ 3 ܺሻ 

െ2 sin൫2ݔ െ 2 ܺାଵ൯ െ sin	ሺ ܺ െ 3 ܺାଵ   ሻݔ2
6൫ ܺାଵ െ ܺ൯ cos൫2ݔ െ ܺ െ ܺାଵ൯ െ 16sin	ሺݔ െ ܺାଵሻ 

4൫ ܺ െ ܺାଵ൯ cos൫2ݔ െ 2 ܺାଵ൯  8sin	ሺݔ െ ܺሻ 
12൫ ܺାଵ െ ܺ൯ cos൫ݔ  ܺ െ 2 ܺାଵ൯   ݔ20

12൫ݔ െ ܺାଵ൯ cos൫2 ܺ െ 2 ܺାଵ൯ െ 20 ܺ 

4൫ ܺାଵ െ ܺ൯cos	ሺݔ െ 3 ܺ  2 ܺାଵሻ 
16൫ ܺ െ ܺାଵ൯ cos൫ݔ െ ܺାଵ൯  21sin	ሺ ܺ െ ܺାଵሻ 

2൫ ܺ െ ܺାଵ൯cos	ሺ2ݔ  ܺାଵ െ 3 ܺሻ 

െ6sin	ሺ2 ܺ െ 2 ܺାଵሻሻ/ሺ2݀ሻ. 
 

Figures 1-9 show the plots of the basis functions ܹ, and the 
first and second derivatives of these functions, when ݄ ൌ 1. 
 

 
Fig.1. The plot of the ܹ, 

 
Fig.2. The plot of the ܹ′, 

 

 
Fig.3. The plot of the ܹ′′, 

 

 
Fig.4. The plot of the ܹ,ଵ 

 

 
Fig.5. The plot of the ܹ′,ଵ 

 

 
Fig.6. The plot of the ܹ′′,ଶ 
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Fig.7. The plot of the ܹ,ଶ 

 

 
Fig.8. The plot of the ܹ′,ଶ 

 

  
Fig.9. The plot of the ܹ′′,ଶ 

 
Let ݔ	 ∈ 	 ሾݔ,  ାଵሿ. We construct the approximation in theݔ

form:  
 

ܷሺݔሻ ൌ ൯ݔ൫ݑ ܹ,ሺݔሻ  ାଵ൯ݔ൫ݑ ܹାଵ,ሺݔሻ  ൯ݔ൫′ݑ ܹ,ଵሺݔሻ  

ݑ′൫ݔାଵ൯ ܹାଵ,ଵሺݔሻ   ାଵ൯ݔ൫′′ݑ+ሻݔ൯ ܹ,ଶሺݔ൫′′ݑ

ܹାଵ,ଶሺݔሻ. 
 
The following theorem is valid if ߮௦ ൌ cos	ሺݔݏሻ, ݏ ൌ 0, 1, 2, 

߮௦ ൌ sin	ሺݔݏሻ, ݏ ൌ 1, 2, ߮ହ ൌ  .ݔ
 
Remark. It can be obtained, that when ݄ → 0 the formulas 

take the form:  

ܹ,൫ݔ  ൯݄ݐ ൌ െሺ6ݐଶ  ݐ3  1ሻሺݐ െ 1ሻଷ  ܱሺ݄ሻ, 

ܹାଵ,൫ݔ  ൯݄ݐ ൌ ሺ6ݐଶ െ ݐ15  10ሻݐଷ  ܱሺ݄ሻ, 

ܹ,ଵ൫ݔ  ൯݄ݐ ൌ െ݄ݐሺ3ݐ  1ሻሺݐ െ 1ሻଷ  ܱሺ݄ଶሻ, 

ܹାଵ,ଵ൫ݔ  ൯݄ݐ ൌ െ݄ሺݐ െ 1ሻሺ3ݐ െ 4ሻݐଷ  ܱሺ݄ଶሻ, 

ܹ,ଶ൫ݔ  ൯݄ݐ ൌ െ݄ଶݐଶሺݐ െ 1ሻଷ/2  ܱሺ݄ଷሻ, 

ܹାଵ,ଶ൫ݔ  ൯݄ݐ ൌ ݄ଶݐଷሺݐ െ 1ሻଶ/2  ܱሺ݄ଷሻ, 
 
Theorem 2. Let function ݑሺݔሻ be such that  ݑ ∈ С	ሺሾܽ, ܾሿሻ. 

߮ ൌ ݅ ,ݔ ൌ 0, 1, 2, 3, 4, 5. Suppose the ordered distinct nodes  
ାଵݔ   areݔ െ ݔ ൌ ݄, h ൏ 1.5. Then for   ݔ	 ∈ 	 ሾݔ,  ାଵሿ weݔ
have 
ሻݔሺݑ| െ ܷሺݔሻ|  	ଶ݄ܭ ∥ 	 ݑ

ሺሻ  ሺସሻݑ5  ሺଶሻݑ4 ∥ሾ௫ೕ,௫ೕశభሿ, 

ଶܭ  0 . 
 
 Proof. In the non-polynomial case when	ݔ	 ∈ 	 ሾݔ,  ାଵሿ weݔ

have ܹ, which are given above. The method for finding the 
estimate is described in detail in [11]. Here we briefly dwell 

on the main points of the proof. 
We denote by Φ, ݅ ൌ 1,2,3,… 7, vector columns of the 

form:   
 Φଵ ൌ ሺ1, 0, 0, 0, 0, 0, 0ሻ், 
Φଶ ൌ ሺsin	ሺݔሻ, cos	ሺݔሻ, െsin	ሺݔሻ, െcos	ሺݔሻ, sin	ሺݔሻ, cos	ሺݔሻ, 

െsinሺݔሻሻ், 
Φଷ ൌ ሺcosሺݔሻ , െ sinሺݔሻ , െ cosሺݔሻ , sinሺݔሻ , cosሺݔሻ , െ sinሺݔሻ, 

െcosሺݔሻሻ், 
	Φସ ൌ ሺsin	ሺ2ݔሻ,2cos	ሺ2ݔሻ, െ4sin	ሺ2ݔሻ, െ8cos	ሺ2ݔሻ, 

16 sinሺ2ݔሻ , 32 cosሺ2ݔሻ , െ64 sinሺ2ݔሻሻ், 
	Φହ ൌ ሺcosሺ2ݔሻ , െ2 sinሺ2ݔሻ , െ4 cosሺ2ݔሻ , 8sinሺ2ݔሻ, 

16cos	ሺ2ݔሻ െ 32 sinሺ2ݔሻ , െ64 cosሺ2ݔሻሻ், 
	Φ ൌ ሺ1, ,ݔ 0, 0, 0, 0, 0ሻ், 
	Φ ൌ ሺݑ, ,′ݑ ,′′ݑ ,ሺଷሻݑ ,ሺସሻݑ ,ሺହሻݑ  .ሺሻሻ்ݑ
Decomposing the determinant 

ݑܮ ൌ 	 ሺΦଵ,Φଶ,Φଷ,Φସ,Φହ,Φ,Φሻ 
into elements of the last column, we obtain 
ݑܮ ൌ ሺସሻݑ5  ሺሻݑ   .′′ݑ4

  Thus we have found a homogeneous equation ݑܮ ൌ
ሺସሻݑ5  ሺሻݑ  ᇱᇱݑ4 ൌ 0. 

Now we need to find a solution to the inhomogeneous 
equation ݑܮ ൌ ݃ሺݔሻ by the method of varying arbitrary 
constants. 

Let ݑሺݔሻ ൌ ∑ ሻ.ݔሻ߮ሺݔሺܥ
ଵ  

To determine the coefficients ܥሺݔሻ we should solve a 
system of linear algebraic equations: 

 ∑ ሻݔሻ߮ሺݔሺ′ܥ ൌ 0
ୀଵ , 

∑ ሻ߮ݔሺ′ܥ
ሺሻሺݔሻ ൌ 0

ୀଵ , ݇ ൌ 1,2,3,4, 

 ∑ ሻݔሺ′ܥ ߮
ሺହሻሺݔሻ ൌ ݃ሺݔሻ

ୀଵ . 

We denote by Ψ, ݅ ൌ 1,2,3,… 6, vector columns of the form:   
 Ψଵ ൌ ሺ1,0,0,0,0,0ሻ், 

Ψଶ ൌ ሺsinሺݔሻ , cosሺݔሻ , െ sinሺݔሻ , െ cosሺݔሻ , sinሺݔሻ , cosሺݔሻሻ், 
Ψଷ

ൌ ሺcosሺݔሻ , െ sinሺݔሻ , െ cosሺݔሻ , sinሺݔሻ , cosሺݔሻ , െ sinሺݔሻሻ், 
 

	Ψସ ൌ ሺsin	ሺ2ݔሻ,2cos	ሺ2ݔሻ, െ4sin	ሺ2ݔሻ, െ8cos	ሺ2ݔሻ, 
16 sinሺ2ݔሻ , 32 cosሺ2ݔሻሻ், 

	Ψହ ൌ ሺcosሺ2ݔሻ , െ2 sinሺ2ݔሻ , െ4 cosሺ2ݔሻ , 8sinሺ2ݔሻ, 
16cos	ሺ2ݔሻ െ 32 sinሺ2ݔሻሻ், 

Ψ ൌ ሺ1, ,ݔ 0, 0, 0, 0ሻ். 
We denote by ܹሺݔሻ the determinant  

ܹ ൌ |	Ψଵ, 	Ψଶ, 	Ψଷ, 	Ψସ, 	Ψହ, 	Ψ|. 
Solving this system of equations, we obtain 

ሻݔᇱሺܥ ൌ
ܹ,ሺݔሻ݃ሺݔሻ
ܹሺݔሻ

 

Here ܹ,ሺݔሻ is the algebraic complement of the elements 
of the ݅-th column of the 7-th row of the determinant ܹሺݔሻ. 

Thus, ܥሺݔሻ ൌ 
ௐల,ሺ௫ሻሺ௫ሻ

ௐሺ௫ሻ

௫
௫ೕ

+ܿ, where ܿ is an arbitrary 

constant. 
Using the results from  paper [11] we get 
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ሻݔሺݑ ൌ න ሺ5ݑሺସሻሺݐሻ  ሻݐሺሻሺݑ  ሻݐሺ′′ݑ4
௫

௫ೕ

ሻሺ
sinሺ2ݐ െ ሻݔ2

24
െ 

sin	ሺݐ െ ሻݔ
3


ݐ െ ݔ
4

ሻ݀ݐ  ܿଵ  ܿଶ sinሺݔሻ  

ܿଷ cosሺݔሻ  ܿସ sinሺ2ݔሻ  ܿହ cosሺ2ݔሻ  ܿݔ, 
where ܿ, ݅ ൌ 1, 2, 3, 4, 5, 6, are some arbitrary constants. 

Using the expression ݑሺݔሻ and derivative of it, we receive 
the estimation  of the error  of the approximation with the non-
polynomial splines. The proof is complete. 
 

Note, that when ݑሺݔሻ ൌ ݔ െ cosሺݔሻ െ sinሺݔሻ  ௫మ

଼
 1 െ 

െ
ୱ୧୬ሺଶ௫ሻ

ସ
െ

ୡ୭ୱሺଶ௫ሻ

ସ
  we get ݑሺሻ  ሺସሻݑ5  ሺଶሻݑ4 ൌ 1. 

Remark. It can be calculated that if ݄  1 then ܭ ൎ 0.4	 ∙
10ିସ. 
The details will be discussed in another paper. 
 

Now we can construct the piecewise function ܸሺݔሻ, ݔ ∈
ሾܽ, ܾሿ,  such that ܸሺݔሻ ൌ ܷሺݔሻ for ݔ ∈ ,ݔൣ  ାଵ൧. Thisݔ
piecewise function ܸሺݔሻ interpolates the function ݑሺݔሻ and  
the first and the second derivative  at the nodes. Thus, ܸሺݔሻ is 
a continuous function and  the first and the second derivatives 
are also continuous ones. So we need the values of the first 
and the second derivatives of ݑሺݔሻ at the nodes for the 
construction of the approximation. 
 
Let ݄ ൌ 0.1 , ሾܽ, ܾሿ ൌ ሾെ1,1ሿ. We denote by ܴ ൌ max

ሾିଵ,ଵሿ
ݑ| െ

ܸ|, ܴଵ ൌ max
ሾିଵ,ଵሿ

′ݑ| െ ܸ′|, ܴଶ ൌ max
ሾିଵ,ଵሿ

′′ݑ| െ ܸ′′|. Actual errors in 

absolute values of the approximation with the non-polynomial 
splines are given in Table 1. The actual errors in absolute 
values of the approximation with the polynomial splines are 
given in Table 2. The theoretical errors in absolute values of 
the approximation with the polynomial splines are given in 
Table 3. The theoretical errors in absolute values of the 
approximation with the non-polynomial splines are given in 
Table 4. 
 
Table 1. Actual errors in absolute values of the approximation 
with the non-polynomial splines 

 ሻ ܴ ܴଵ ܴଶݔሺݑ
1/ሺ1
  ଶሻݔ25

0.172 ∙ 10ିସ 0.540 ∙ 10ିଷ 0.399 ∙ 10ିଵ 

sinሺ7ݔሻ
െ cosሺ9ݔሻ 

0.122 ∙ 10ିସ 0.353 ∙ 10ିଷ 0.222 ∙ 10ିଵ 

ݔ െ ଽ 0.120ݔ ∙ 10ିହ 0.276 ∙ 10ିସ 0.191 ∙ 10ିଶ 
 
Table 2. The actual errors in absolute values of the 
approximation with the polynomial splines 

 ሻ ܴ ܴଵ ܴଶݔሺݑ
1/ሺ1
  ଶሻݔ25

0.169 ∙ 10ିସ 0.545 ∙ 10ିଷ 0.410 ∙ 10ିଵ 

sinሺ7ݔሻ
െ cosሺ9ݔሻ 

0.130 ∙ 10ିସ 0.377 ∙ 10ିଷ 0.235 ∙ 10ିଵ 

ݔ െ ଽ 0.102ݔ ∙ 10ିହ 0.244 ∙ 10ିସ 0.166 ∙ 10ିଶ 

 
Table 3. The theoretical errors in absolute values of the 
approximation with the polynomial splines 

 ሻ Rݔሺݑ
1/ሺ1  ଶሻ 0.244ݔ25 ∙ 10ିଷ 

sinሺ7ݔሻ െ cosሺ9ݔሻ 0.141 ∙ 10ିସ 
ݔ െ ଽ 0.120ݔ ∙ 10ିହ 

Table 4. The theoretical errors in absolute values of the 
approximation with the non-polynomial splines 

 ሻ Rݔሺݑ
1/ሺ1  ଶሻ 0.447ݔ25 ∙ 10ିଷ 

sinሺ7ݔሻ െ cosሺ9ݔሻ 0.241 ∙ 10ିସ 
ݔ െ ଽ 0.266ݔ ∙ 10ିହ 

IV. NUMERICAL EXAMLES 

Consider the solution of the following boundary value 
problem: 

ᇱᇱݑ ൌ 	݂ሺݔሻ, ሺ0ሻݑ ൌ ሺ1ሻݑ ൌ 0, 

where ݂ሺݔሻ ൌ ሺ݊݅ݏଷሺݔሻሺሺsinሺݔሻ െ sinሺ1ሻሻଷሻᇱᇱ. 
Divide the interval [0,1] into ݊ parts. Thus, we have 

constructed a grid of nodes ݔ, ݆ ൌ 0,…݊  1. We are 
interested in the values of the function in the internal nodes ݔ, 
݆ ൌ 1,…݊. The values of the function in the nodes ݔ,  ାଵweݔ
know. In order to solve this problem with variational-
difference method we have to calculate the integrals: 

 

,,ݓൣ					 ,൧ݓ ൌ  ൫ݓ′,൯
ଶ
ݔ݀	

௫ೕశభ
௫ೕషభ

, ݅ ൌ 0,1,2, 

,,ݓൣ ାଵ,൧ݓ ൌ  ݔ݀	ାଵ,′ݓ,′ݓ
௫ೕశభ
௫ೕ

, ݅ ൌ 0,1,2, 

,,ݓൣ  ାଵ,൧ݓ ൌ  ݔ݀		ାଵ,′ݓ,′ݓ
௫ೕశభ
௫ೕ

. 

Next, we need to solve the system of equations ܥܯ ൌ  The.ܨ
matrix of the system of equations will have the form: 
 

൭
ଵଵܯ ଵଶܯ ଵଷܯ
ଶଵܯ ଶଶܯ ଶଷܯ
ଷଵܯ ଷଶܯ ଷଷܯ

൱. 

 
The matrices ܯ , ݅, ݆ ൌ 1,2,3	,	have a tridiagonal structure. 
So, for example, the matrix ܯଵଵ has the form: 
 

൮

,ିଵ,ݓൣ ିଵ,൧ݓ ,ିଵ,ݓൣ ,൧ݓ 0

,,ݓൣ ିଵ,൧ݓ ,,ݓൣ ,൧ݓ ,,ݓൣ ାଵ,൧ݓ

0 ,ାଵ,ݓൣ ,൧ݓ ,ାଵ,ݓൣ ାଵ,൧ݓ

൲. 

 
The right side ܨ of the system ܥܯ ൌ  has the form ܨ
 

ܨ ൌ ሺܨଵ, ,ଶܨ  ,ଷሻܨ
 
where the elements of   ܨ, ݇ ൌ 1,2,3, are as followed: 
 

ܨ ൌ න ݂ሺݔሻݓ,	

௫శభ

௫షభ

 .ݔ݀
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Having solved the system of equations we find the 
unknown ܥ ൌ ሺܥଵ, ,ଶܥ ܥ ଷሻ, whereܥ ൌ ܿଵ,, … , ܿ,. Next, we 
construct the solution on each interval separately in the form 

 
ܷሺݔሻ ൌ ܿ,ݓ,ሺݔሻ  ܿାଵ,ݓାଵ,ሺݔሻ  ܿ,ଵݓ,ଵሺݔሻ  

 ܿାଵ,ଵݓାଵ,ଵሺݔሻ  ܿ,ଶ ݓ,ଶሺݔሻ+ ܿାଵ,ଶ ݓሺݔሻ. 
 
By the construction, the function ܷሺݔሻ is a twice 

continuously differentiable function. Note that we obtain an 
approximation to the first and second derivatives of the 
solution in the form: 

ܷ′ሺݔሻ ൌ ܿ,ݓ′,ሺݔሻ  ܿାଵ,ݓ′ାଵ,ሺݔሻ  ܿ,ଵݓ′,ଵሺݔሻ  

 ܿାଵ,ଵݓ′ାଵ,ଵሺݔሻ  ܿ,ଶ ݓ′,ଶሺݔሻ+ ܿାଵ,ଶ ݓ′ାଵ,ଶሺݔሻ, 

ܷ′′ሺݔሻ ൌ ܿ,ݓ′′,ሺݔሻ  ܿାଵ,ݓ′′ାଵ,ሺݔሻ  ܿ,ଵݓ′′,ଵሺݔሻ  

 ܿାଵ,ଵݓ′′ାଵ,ଵሺݔሻ  ܿ,ଶ ݓ′′,ଶሺݔሻ+ ܿାଵ,ଶ ݓ′′ାଵ,ଶሺݔሻ. 

 
Example 1. Let ݑ ൌ ሻݔሻሺsinሺݔଷሺ݊݅ݏ െ sinሺ1ሻሻଷ, ݂ሺݔሻ ൌ
݊ ሻ. Letݔᇱᇱሺݑ ൌ 10. Figure 10 shows the plot of the solution of 
the boundary value problem and the approximate solution 
when the polynomial splines were used. Figure 11 shows the 
plot of the first derivative of the solution of the boundary 
value problem and the first derivative of the approximate 
solution. Figure 12 shows the plot of the second derivative of 
the solution of the boundary value problem and the second 
derivative of the approximate solution. 
 

 
Figure 10. The plot of the solution of the boundary value 

problem and the approximate solution. 
 
 

 
Figure 11. The plot of the first derivative of the solution of 

the boundary value problem and the first derivative of the 
approximate solution. 

 

 
Figure 12. The plot of the second derivative of the solution 

of the boundary value problem and the second derivative of 

the approximate solution. 
 
 
It should be noted that if at the ends of the interval  

ሾܽ, ܾሿ	the solution of the equation and the first two derivatives 
of the solution equal to zero, then the difference method can 
give an approximate solution better than the variational-
difference method. The first example illustrates this situation 
(see Fig.13). 

 
Figure 13. The plots of the solution of this problem using 

the difference method (points) and the solution u(x) (blue 
line). 

 
Now consider the case when only the solution equals to 

zero at the ends of the interval ሾܽ, ܾሿ. 
 

Example 2. Now let ݑ ൌ ݔሺݔ െ 1ሻ sin ቀ
௫

గ	ଶ
ቁ, 		݂ሺݔሻ ൌ ሺݑሺݔሻሻᇱᇱ, 

 ݊ ൌ 10,	Figure 14 shows the plot of the solution of the 
boundary value problem and the approximate solution when 
the polynomial splines were used. Figure 15 shows the plot of 
the first derivative of the solution of the boundary value 
problem and the first derivative of the approximate solution. 
Figure 16 shows the plot of the second derivative of the 
solution of the boundary value problem and the second 
derivative of the approximate solution. 
 

 

 
Figure 14. The plot of the solution of the boundary value 

problem and the approximate solution. 
 
 

 
Figure 15. The plot of the first derivative of the solution of 

the boundary value problem and the first derivative of the 
approximate solution. 
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Figure 16. The plot of the second derivative of the solution of the 

boundary value problem and the second derivative of the 
approximate solution. 

 
Remark. The result of application of the is better 

variational-difference method than when we use the difference 
method with the second order approximation, when ݄ ൌ 0.01. 

The approximate solution of this problem using the 
difference method with the second order approximation 
(points) and ݑሺݔሻ are given in Fig.17. 

 
Figure 17. The plots of the solution of this problem using 

the difference method (points) and the solution u(x) (blue 
line). 

 

V. THREE TIMES CONTINUOUSLY DIFFERENTIABLE 

APPROXIMATION 

 Now we consider the question of whether it is possible to 
obtain an approximation of three times continuously 
differentiable using the obtained basis functions. We have 
obtained  the function ܷሺݔሻ,  ݔ ∈ ,ݔൣ  ାଵ൧, such thatݔ

൯ݔ൫ݑ  ൌ ܷ൫ݔ൯,			ݑᇱ൫ݔ൯ ൌ ܷᇱ൫ݔ൯, ൯ݔᇱᇱ൫ݑ ൌ ܷᇱᇱ൫ݔ൯, 
ାଵ൯ݔ൫ݑ		 ൌ ܷ൫ݔାଵ൯, 		ݑ′൫ݔାଵ൯ ൌ ܷ′൫ݔାଵ൯, 
ାଵ൯ݔ൫′′ݑ  ൌ ܷ′′൫ݔାଵ൯,  

using the  formula: 
ܷሺݔሻ ൌ ሻݔ,ሺݓ൯ݔ൫ݑ  ሻݔାଵ,ሺݓାଵ൯ݔ൫ݑ  ሻݔ,ଵሺݓ൯ݔ൫′ݑ  

ݑ′൫ݔାଵ൯ݓାଵ,ଵሺݔሻ   ሻݔାଵ,ଶሺݓ ାଵ൯ݔ൫′′ݑ+ሻݔ,ଶሺݓ ൯ݔ൫′′ݑ
on every interval ݔ ∈ ሾݔ,  .ାଵሿݔ
Consider the algorithm for constructing a thrice continuously 
differentiable polynomial spline ܲሺݔሻ. To construct a thrice 
continuously differentiable non-polynomial spline, the 
construction is similar. 

Our aim is to construct a piecewise function ܲሺݔሻ so that it 
will not only have the first and the second continuous 
derivative but also the third continuous derivative. Moreover, 
it will interpolate the function ݑሺݔሻ and its first derivative in 
the nodes ݔ. The way of constructing such piecewise 
functions in a polynomial case is  known (see, for example, 
papers of Kvasov B.I., Zavyalov Yu.S., Miroshnichenko 
V.L.). 

We shall construct a piecewise function ܲሺݔሻ, ݔ ∈
ሾܽ, ܾሿ,which  equals to 

 
ሻݔ,ሺݓ൯ݔ൫ݑ  ሻݔାଵ,ሺݓାଵ൯ݔ൫ݑ  ሻݔ,ଵሺݓ൯ݔ൫′ݑ  

ݑ′൫ݔାଵ൯ݓାଵ,ଵሺݔሻ  ܿ ݓ,ଶሺݔሻ+ ܿାଵݓାଵ,ଶሺݔሻ. 
 

on every ݔ ∈ ሾݔ,  ାଵሿ. The parameters ܿ, ܿାଵ are defined byݔ
the condition that the third derivative of  ܲሺݔሻ  is continuous. 
The piecewise approximation ܲሺݔሻ will be such that it is 
continuous and the first two derivatives of the piecewise 
interpolation will also be continuous. 

 Let ܿିଵ, ܿ , ܿାଵ be some parameters to be determined, and 

ݔ ൌ ݔ  ݐ  ,݄ݐ ∈ ሾ0,1ሿ. On every interval ൣݔ, ݆ ,ାଵ൧ݔ ൌ
0,… , ݊ െ 1,  we construct the approximation in the form: 

 

ܲሺݔሻ ൌ ܿݓ,ଶሺݐሻ  ܿାଵݓାଵ,ଶሺݐሻ  ሻݐ,ሺݓ൯ݔ൫ݑ  

ሻݐାଵሺݓାଵ൯ݔ൫ݑ  ሻݐ,ଵሺݓ൯ݔᇱ൫ݑ   .ሻݐାଵ,ଵሺݓାଵ൯ݔᇱ൫ݑ
 
We differentiate three times this expression and the similar 

one when ݔ ∈ ,ିଵݔൣ  ൧. After that, set them equal to eachݔ
other in the common node ݔ, ݆ ൌ 1,… , ݊ െ 1. Thus we 
construct the equation: 

ܿିଵݓᇱᇱᇱ
ିଵ,ଶሺ1ሻ  ܿݓᇱᇱᇱ

,ଶ	ሺ1ሻ  

ᇱᇱᇱݓିଵ൯ݔ൫ݑ
ିଵ,ሺ1ሻ   +,ሺ1ሻ′′′ݓାଵሻݔሺݑ

ᇱᇱᇱݓିଵ൯ݔᇱ൫ݑ
ିଵ,ଵሺ1ሻ  ᇱᇱᇱݓାଵ൯ݔᇱ൫ݑ

,ଵሺ1ሻ ൌ 

ܿାଵݓᇱᇱᇱ
ାଵ,ଵሺ0ሻ  ܿݓᇱᇱᇱ

,ଵ	ሺ0ሻ  

ᇱᇱᇱݓ൯ݔ൫ݑ
,ሺ0ሻ  ᇱᇱᇱݓାଵ൯ݔ൫ݑ

ାଵ,ሺ0ሻ + 

ᇱ൫௫ೕ൯௪ݑ
ᇲᇲᇲ

ೕ,భሺሻ  ᇱᇱᇱݓାଵ൯ݔᇱ൫ݑ
ାଵ,ଵሺ0ሻ,+ 

where functions ݓିଵ,ଶ൫ݔିଵ  ିଵݔ,ଶ൫ݓ ,൯݄ݐ   ,൯݄ݐ

ିଵݔିଵ,ଵ൫ݓ  ିଵݔ,ଵ൫ݓ ,൯݄ݐ  ିଵݔିଵ,൫ݓ ,൯݄ݐ   ,൯݄ݐ
ିଵݔ,൫ݓ  ିଵݔ ൯, constructed when݄ݐ  ݄ݐ ൌ ݔ ,ݔ ∈
,ିଵݔൣ  ൧. We need two extra conditions at the ends of theݔ
interval   ሾܽ, ܾሿ. Let  ܲ ′′ሺܽሻ ൌ ሺܽሻ and ܲ′′ݑ ′′ሺܾሻ ൌ  .ሺܾሻ′′ݑ

Taking into account the interpolation conditions  ܲሺݔሻ ൌ
൯, ܲݔ൫ݑ ሻݔ)′ ൌ ݆ ,൯ݔ൫′ݑ ൌ 0,… , ݊, and the boundary 

conditions ܲ ሻݔ)′′ ൌ ݆ ,൯ݔ൫′′ݑ ൌ 0, ݊, we construct the 
piecewise function ܳሺݔሻ. This function and its first two 
derivatives will be continuous. It interpolates the function ݑ in 
the nodes ݔ, ݆ ൌ 0, … , ݊. So we need the expressions for the 
third derivative of the basis functions  ݓ,.  The third 
derivative of the basis functions ݓ,. can be easily obtained. 
Thus we have to solve the system of algebraic equations ܥܩ ൌ
ܩ where the square matrix ,ܨ ൌ ሼ݃ሽ,

ିଵ,  ܨ ൌ ሼ݂ሽୀଵ
ିଵ, where 

 

ଵ݂ ൌ െሺݑሺݔଵሻ ܻ  ଶሻݔሺݑ ܻାଵ  ሻݔሺݑ ܻିଵ  

ଵሻݔᇱሺݑ ܻ
ଵ  ଶሻݔᇱሺݑ ܻାଵ

ଵ  ሻݔᇱሺݑ ܻିଵ
ଵ ሻ െ  ,ାଵܥሻݔሺ′′ݑ

݂ିଵ ൌ െሺݑሺݔିଵሻ ܻ  ሻݔሺݑ ܻାଵ  ିଶሻݔሺݑ ܻିଵ  
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ିଵሻݔᇱሺݑ ܻ
ଵ  ሻݔᇱሺݑ ܻାଵ

ଵ  ିଶሻݔᇱሺݑ ܻିଵ
ଵ ሻ െ  ,ାଵܥሻݔሺ′′ݑ

 

݂ ൌ െሺݑ൫ݔ൯ ܻ  ାଵ൯ݔ൫ݑ ܻାଵ  ିଵ൯ݔ൫ݑ ܻିଵ  

൯ݔᇱ൫ݑ ܻ
ଵ  ାଵ൯ݔᇱ൫ݑ ܻାଵ

ଵ  ିଵ൯ݔᇱ൫ݑ ܻିଵ
ଵ , 

݆ ൌ 2,… , ݊ െ 2. 

We have ݃, ൌ ܿ,  ݃,ାଵ ൌ ܿାଵ, ݃ିଵ, ൌ ܿିଵ. We obtain 
the following expressions for the polynomial case with 
equidistant nodes: ܿ ൌ 9/2, ܿାଵ ൌ െ3/4, ܿିଵ ൌ െ3/4,

 
ܻ ൌ

ଷ

మ
, ܻାଵ ൌ െ

ଵହ

మ
, ܻିଵ ൌ െ15/݄ଶ, ܻ

ଵ ൌ 0, ܻାଵ
ଵ ൌ 6/݄, ܻିଵ

ଵ ൌ

െ6/݄. 
Using the expression on every interval ൣݔ,  ାଵ൧ݔ

ܲሺݔሻ ൌ ܿݓ,ଶሺݐሻ  ܿାଵݓାଵ,ଶሺݐሻ  ሻݐ,ሺݓ൯ݔ൫ݑ  

ሻݐାଵሺݓାଵ൯ݔ൫ݑ  ሻݐ,ଵሺݓ൯ݔᇱ൫ݑ   ሻݐାଵ,ଵሺݓାଵ൯ݔᇱ൫ݑ
we obtain the smooth approximation. 

Let ݄ ൌ 0.1, ሾܽ, ܾሿ ൌ ሾെ1,1ሿ.  Figure 18 shows the plot of 
the error of the approximation of the third derivative of the 
function ݑሺݔሻ ൌ sinሺ3ݔሻ  cosሺ2ݔሻ with the polynomial 
splines ܷሺݔሻ. This plot is discontinuous. Figure 19 shows the 
plot of the error of the approximation of the third derivative of 
the function ݑሺݔሻ ൌ sinሺ3ݔሻ  cosሺ2ݔሻ with the polynomial 
splines ܳሺݔሻ. Figure 20 shows the plot of the error of the 
approximation of the second derivative of the function ݑሺݔሻ ൌ
sinሺ3ݔሻ  cosሺ2ݔሻ with the polynomial splines ܳሺݔሻ. Figure 
21 shows the plots of the error of the approximation of the 
function ݑሺݔሻ ൌ sinሺ3ݔሻ  cosሺ2ݔሻ with the polynomial 
splines ܳሺݔሻ and ܷሺݔሻ. Figure 22 shows the plots of the error 
of the approximation of the first derivative of the function 
ሻݔሺݑ ൌ sinሺ3ݔሻ  cosሺ2ݔሻ with the polynomial splines ܳሺݔሻ 
(thick blue) and ܷሺݔሻ (thin red). 
 

 
Figure 18. The plot of the error of the approximation with 

splines ܷሺݔሻ of the third derivative of the function 
ሻݔሺݑ  ൌ sinሺ3ݔሻ  cosሺ2ݔሻ. 

 
 

 
 

Figure 19. The plot of the error of the approximation with 
splines ܳሺݔሻ  of the third derivative of the function ݑሺݔሻ ൌ
sinሺ3ݔሻ  cosሺ2ݔሻ. 

 

 
Figure 20. The plot of the error of the approximation of the 

second  derivative of the function ݑሺݔሻ ൌ sinሺ3ݔሻ  cosሺ2ݔሻ. 
 

 
Figure 21. The plots of the error of the approximation of the 

function ݑሺݔሻ ൌ sinሺ3ݔሻ  cosሺ2ݔሻ with the polynomial 
splines ܳሺݔሻ (thick black) and ܷሺݔሻ (thin blue). 

 

 
Figure 22. The plots of the error of the approximation of the 

first derivative of the function ݑሺݔሻ ൌ sinሺ3ݔሻ  cosሺ2ݔሻ 
with the polynomial splines ܳሺݔሻ (thick blue) and ܷሺݔሻ (thin 
red). 

 
 
We obtain the following expressions for the non-polynomial 

case with equidistant nodes: 
 

ܻିଵ ൌ െ݄ሺ4	cos	ሺ݄ሻ െ 2cosଶሺ݄ሻ െ 2ሻ/ሺ4ሺ݄	cosଶሺ݄ሻ

െ 3	sinሺ݄ሻcos	ሺ݄ሻ  ݄	cosሺ݄ሻ െ 2	݄
 3sin	ሺ݄ሻሻሻ, 

 

ܻ ൌ െ݄	ሺെ8	cosሺ݄ሻ  	4cosଶሺ݄ሻ  4ሻ/ሺ4ሺ݄cosଶሺ݄ሻ

െ 3	sinሺ݄ሻcosሺ݄ሻ  ݄	cosሺ݄ሻ െ 2	݄
 3	sinሺ݄ሻሻ, 

 

ܻାଵ ൌ 	െ݄ሺ4cosሺ݄ሻ െ 2cosଶሺ݄ሻ െ 2ሻ/ሺ4ሺ݄cosଶሺ݄ሻ
െ 3sinሺ݄ሻcosሺ݄ሻ  ݄cosሺ݄ሻ െ 2	݄
 3sinሺ݄ሻሻሻ,	

	

ܻାଵ
ଵ 	ൌ 	െ݄ሺ6	sinሺ݄ሻ െ 3	݄ െ 6	݄	cosሺ݄ሻ  3sinሺ݄ሻcosሺ݄ሻሻ/	

ሺ4ሺ݄	cosଶሺ݄ሻ െ 3sinሺ݄ሻcosሺ݄ሻ  ݄cosሺ݄ሻ െ 2	݄
 3sinሺ݄ሻሻሻ, 

	

ܻିଵ
ଵ 	ൌ 	െ݄ሺെ6sinሺ݄ሻ 	 		3	݄	  	6	݄cosሺ݄ሻ 	

െ 	3sinሺ݄ሻcosሺ݄ሻሻ/	
ሺ4ሺ݄cosଶሺ݄ሻ െ 3sinሺ݄ሻcosሺ݄ሻ  ݄cosሺ݄ሻ െ 2	݄  3sinሺ݄ሻሻሻ,	

INTERNATIONAL JOURNAL OF MECHANICS 
DOI: 10.46300/9104.2020.14.8 Volume 14, 2020 

ISSN: 1998-4448 70



 

 

 
 ܿ	 ൌ 	െ݄	ሺെ8cosሺ݄ሻ  16cosଶሺ݄ሻ  6	݄sinሺ݄ሻcosሺ݄ሻ 

6	݄sinሺ݄ሻ െ 8ሻ/ሺ4ሺ݄cosଶሺ݄ሻ െ 3sinሺ݄ሻcosሺ݄ሻ  ݄cosሺ݄ሻ െ
2	݄  3sinሺ݄ሻሻሻ, 

 
ܿ	ାଵ ൌ 	െ݄ሺ4cosሺ݄ሻ  cosଶሺ݄ሻ  3݄sinሺ݄ሻ

െ 5ሻ/ሺ4ሺ݄cosଶሺ݄ሻ െ 3sinሺ݄ሻcosሺ݄ሻ
 ݄cosሺ݄ሻ െ 2݄  3sinሺ݄ሻሻሻ, 

 

ܿିଵ ൌ 	െ݄ሺ4	cosሺ݄ሻ 	cosଶሺ݄ሻ  3݄	sinሺ݄ሻ

െ 5ሻ/ሺ4ሺ݄	cosଶሺ݄ሻ െ 3sinሺ݄ሻ	cosሺ݄ሻ
 ݄	cosሺ݄ሻ െ 2݄  3	sinሺ݄ሻሻሻ. 

Table 5 shows the actual errors of the smooth polynomial 
and non-polynomial approximations, ݄ ൌ 0.4, ሾܽ, ܾሿ ൌ ሾെ1,1ሿ. 

 
Table 5. The actual errors of the smooth polynomial and 

non-polynomial approximations, ݄ ൌ 0.4, ሾܽ, ܾሿ ൌ ሾെ1,1ሿ. 
 

Function ݑሺݔሻ Polynomial 
splines 

Non-polynomial  
splines 

sin	ሺ3ݔሻ 0.772 ∙ 10ିସ 0.387 ∙ 10ିସ 
sinሺ7ݔሻ
െ cos	ሺ9ݔሻ 

0.249 ∙ 10ିଵ 0.236 ∙ 10ିଵ 

ݔ െ ଽ 0.110ݔ ∙ 10ିଶ 0.121 ∙ 10ିଶ 
1/ሺ1  ଶሻ 0.358ݔ	25 ∙ 10ିଵ 0.361 ∙ 10ିଵ 
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