
 

 

  
Abstract—Within Machine Learning field, Artificial Neural 

Networks (ANN) have taken a new boost for researching and 
applications. ANNs are configured (or learn) to solve a certain 
problem. The term supervised learning refers to algorithms which 
find a mapping between a set of inputs called features and the 
provided output values. Optimization problems are one of the fields 
where ANN have been developed successfully. But one of the 
problems that a developer must solve when he design a new neural 
network is the called overfitting. In this paper, we study this problem 
and how to solve it. 
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I. INTRODUCTION 
EFINITION of Machine Learning has not been 

reached an agreement but different references focus on 
similar aspects: some of them refer to a variety of algorithms, 
based on artificial intelligence, that are able to recognize data 
patterns through repeated learning techniques without prior 
data distribution assumptions [1]. Other papers say that 
machine learning refers to a variety of algorithms used in 
contexts where the solution cannot be programmed in an if-
then-else fashion, i.e., with fixed rules [2]. Such algorithms are 
able to infer a structure in a given data set. In particular, neural 
networks [3] have been successfully applied in different 
domains, such as speech or image recognition, with great 
success. 

However, while machine learning classifiers are known to 
address the shortcomings of traditional, parametric algorithms, 
comprehensive comparative studies are still required to assess 
their usefulness when compared with each other since studies, 
to date, provide no clear evidence that any one algorithm 
outperforms the others [4]. 

An artificial neural network (ANN) is an information 
processing structure, often considered a universal function 
approximator, particularly neural networks with unbounded 
activation functions [5]. It can detect data trends and structures 
too complex to be detected by human experts or even by other 
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computing techniques. ANNs are configured (or learn) to solve 
a certain problem. The term supervised learning refers to 
algorithms which find a mapping between a set of inputs called 
features and the provided output values. Classification refers 
to the mapping of certain patterns of features into a certain 
given category. In our work, we assume a (correctly) labelled 
learning set is available from previous production, i.e., a large 
set of feature vectors and the corresponding class or label are 
available a priori. The ANN learns from (or is trained with) 
this set [2]. 

In this way, it can say that ANN are a subset of Machine 
Learning because ANN solve optimization problems, which 
are studied by Machine learning. 

II. SUPERVISED LEARNING 
Creating predictive or classification models is one of the 

machine learning applications in order to uncover novel, 
interesting, and useful knowledge from large volumes of data 
in many scientific or medical domains such as diagnosis, 
prognosis and treatment. They are successfully developed 
through applying several machine learning techniques [6]. 

Supervised learning is applied to make predictions about 
coming or future cases where current available instances are 
given with known labels (the corresponding correct outputs) 
[6]. Supervised machine learning involves trying to find out 
the algorithms that learn from externally supplied cases in 
order to produce general hypotheses. The main goal of 
supervised learning is model development reasoned from the 
distribution of class labels in terms of predictor features 
selected by feature analysis [7]. Then, the resulting classifier is 
applied to allocate class labels to the testing cases where the 
values of the predictor features are identified, but the value of 
the class label is unknown [8]. Many supervised classifiers are 
currently available; they have been categorized in main groups 
like logic-based methods, perceptron-based techniques, 
statistical learning algorithm, and support vector machine [6]. 

In unsupervised or undirected learning, there is a set of 
training ordered data with no collection of labeled target data 
available. The aim of unsupervised learning is discovering 
clusters of close inputs in the data where the algorithm has to 
find the similar data as a set. In unsupervised learning all 
variables are treated the same way without the difference 
between dependent and independent attributions [8]. 
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Fig. 1. Polynomial interpolation of the function y=sin(x/3)+a in the range 0 to 20 as the order of the model is increased from 2 to 
20. a is a uniformly distributed random variable between  -0.25 and 0.25. Significant overfitting can be seen for orders 16 and 20 

[9]. 
 
 

III. OVERFITTING AS A PREDICTION PROBLEM 
In this way, neural networks and other machine learning 

models can be submitted what is called overfitting. Overfitting 
can also be a very important problem in multi-layer perceptron 
neural networks. Therefore, several works have been devoted 
to preventing overfitting with techniques such as model 
selection, early stopping, weight decay, and pruning [9]. One 
typical example is shown by Lawrence et al. Figure 1 
illustrates the concept using polynomial approximation. A 
training dataset was created which contained 21 points 
according to the equation: 
 

sin
3
xy a = + 

 
 

 
where a is a uniformly distributed random variable between     
-0.25  and  0.25. The equation was evaluated at x = 0, 1, 2, …, 
20. This dataset was then used to fit polynomial models with 
orders between 2 and 20. For order 2, the approximation is 
poor. For order 10, the approximation is reasonably good. 
However, as the order (and number of parameters) increases, 
significant overfitting and increasingly poor generalization are 
evident. At order 20, the approximated function fits the 
training data very well; however, the interpolation between 
training points is very poor. 

 

IV. ARTIFICIAL NEURAL NETWORKS 
The individual elements of calculation that make up the 

models of artificial neural systems are called Process Elements 
or Artificial Neurons. Each unit performs a very simple job: it 
receives impulses from other units or from external stimuli and 
calculates an output signal that propagates to other units and, 
moreover, it also makes an adjustment of their weights. This 
type of model is inherently parallel model, in the sense that 
several units can perform their calculations at the same time. 
The simplest processing element usually has the following 
scheme: 

 
 

Fig. 2. Schematic of an artificial neuron 
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A. Connection between units 
In most cases it is assumed that each unit receives additive 

contributions from the units that are connected to them. The 
total input of k unit is the weighted sum of the inputs that 
receives plus the offset term (normally called bias). 

 

k jk j k
j

s w y θ⋅= +∑  

 
When the weight of the contribution is positive, it is 

considered that the input is excitatory and when the weight is 
negative, it is inhibitory. 

These types of expressions that calculate the total input are 
called propagation rules and, in general, they may have 
different expressions. 

B. Activation and output functions 
In addition to the propagation rule, it is necessary to have 

expressions for activation functions (they calculate the 
activation as a function of the total input) and output functions 
(they calculate the output according to the activation). 

The activation function calculates the activation of the unit 
according to the total input and the previous activation, 
although in most cases it is simply a non-decreasing function 
of the total input. The most commonly used function types are: 
the sign function, linear threshold functions, and the sigmoidal 
function. 

The output function used is typically the identity function 
and thus the output of the processing unit is identical to its 
activation level. 

The neural networks are formed by a set of interconnected 
artificial neurons. The neurons of the network are distributed 
in different layers of neurons, so that the neurons of a layer are 
connected to the neurons of the next layer, to which they can 
send information. 

The most commonly used architecture of a neural network is 
presented in Figure 1.5, which consisted of: 

• A first layer of inputs, which receives information from 
outside. 

• A series of hidden layers (intermediate), responsible for 
performing the work of the network. 

• A layer of outputs, which provides the result of the work 
of the network to the outside. 

 

 
 

Fig. 3. Schematic of a neural network before training. Circles 
represent neurons, while arrows represent connections between 

neurons 
 
The number of intermediate layers and the number of 

neurons in each layer will depend on the type of application to 
which the neural network is to be allocated. 

V. OVERFITTING CASES 
Two main cases for regression are normally used, linear 

regression and logistic regression. For these cases, sometime 
we have curves that fit perfectly or at least very well to the 
training data but do not reflect well the trend of the model. 
This usually happens when we have a high number of input 
parameters which results in very complicated functions with 
many unnecessary curves and angles. 

In the case of a typical example with several data of two 
different types (in the next figures, “plus” data and “circle” 
data), we could happen to the following with a high number of 
parameters. We could obtain the next models: 

 
Fig. 4. Curve that fits well the boundary of the two types of 

data. 
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Fig. 5. Curve that overfits the boundary of the two types of 

data. 
 
In the case of facing an overfitting problem, one possible 

solution is if we can reduce the number of parameters 
manually, analyzing which are more important and, therefore, 
will preserve, and which seem of secondary level and we can 
eliminate. Otherwise, we can also try to do this automatically 
using some technique like PCA. Unfortunately, in this way we 
will always be losing information. 

Another possible option for solving it is to use the 
regularization technique while maintaining all variables. This 
technique works well when we have many input parameters 
and each contributes “a little” in the prediction, because what 
it tries to decrease the magnitudes of all the weights in the 
ANN. 

VI. CONCLUSION 
Artificial neural networks have recovered some prominence 

in the last years due to different reasons, among them the use 
for optimization and classification within Machine Learning 
processes. In this use of ANN some problems have arisen like 
overfitting. This problem for new results predictions in 
artificial neural networks is tried to avoid by means of 
different techniques, where generalizing may be one of the 
most promising. 
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