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Abstract—In order to surmount the problem of neglecting minor data instances in data mining models of comprehension like decision trees or rule learners, over-sampling technique based on SMOTE was considered for validation. The quality of the artificially generated instances is validated by resorting to different and more reliable data mining algorithms other than C4.5 or RIPPER, which are the two target data mining algorithms of comprehension for improvement. On the condition that more reliable or accurate data mining algorithms are available for target data sets, they were used to check the quality of the generated over-sampled instances. The validity of the suggested idea was checked by experiment using two data sets in medicine domain, where the understandability of data mining models is important, and the experiment generated very good results.
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I. INTRODUCTION

COMPREHENSIBILITY of the result of data mining is an important issue, because we may want to utilize found knowledge models for some important areas [1]. For example, medicine area highly requires the understanding of the found knowledge, because it is related to human life. There are several data mining algorithms for understandability. Among them decision trees and rule set learners can be representatives [2]. There are many examples that used such data mining algorithms successfully [3, 4, 5]. Even though decision trees are considered one of good data mining tools, they may not generate good classification performance for a minor class, because they are trained to achieve a maximum accuracy for the whole data set. But, in real world data sets for data mining, a minor class may be more important than the others, for example, in medical data [6]. For more accurate classification of these minor classes in decision trees over-sampling may be applied. But, simple over-sampling may have limited effect only, because the same instances are supplied multiple times for training. On the other hand, we may supply some very similar data instances of the minor classes by generating the instances artificially. SMOTE[7] is one of the representative over-sampling method that generates artificial instances of minor classes. The method generates artificial instances based on K-nearest neighbors algorithm, and success was reported for a decision tree algorithm and rule generator. But, we know that incorrect training instances are easy to lead to classifiers of lower performance. So, supplying possibly correct instances is an important task for better classifiers. In this paper we want to check the quality of the artificially generated data instances by SMOTE empirically so that we may find better classifiers like decision trees or rule sets by supplying good artificial instances. This paper is the extension of previous work in SCI 2014 [8]. In section 2 we discuss our experiment method, and in section 3 conclusions are provided.

II. EMPIRICAL PROCEDURE

A. Experiment Method

There are several data mining algorithms that generate knowledge models of understandability. Among them C4.5 [9] and RIPPER [10] can be representative data mining algorithms of classification to generate decision trees and rule sets respectively [11]. SMOTE tries to generate artificial instances of a minor class as a way of over-sampling to build better decision tree of C4.5 and rule set of RIPPER. The artificial instances are made based on K-nearest neighbors algorithm and randomization on continuous values of the attributes of neighboring instances. But, we may doubt that there is some possibility that the quality of the newly generated instances may not be good as expected because of the randomization on the continuous values. So, we want to check the class of artificially generated instances by SMOTE using a more accurate classifier, if it is available.

In the following experiments, we first check the accuracy of three different data mining algorithms, C4.5, RIPPER, and a more accurate classifier X, using the original data sets and the original data set plus artificial instances generated from SMOTE. Experiments were performed using medicine data sets called BUPA liver disorder and echocardiogram in the UCI machine learning repository [12]. For better objectivity, the experiment is based on 10-fold cross validation and a data mining tool called Weka [13] is used. Weka is a comprehensive data mining tool.
B. Experiment on BUPA Liver Disorder Data Set

The data set contains two classes, and each class has 145 and 200 instances. So, the class having 145 instances is a minor class. Let it be class 1. The data set has six continuous attributes. Table 1 shows the accuracy of three different data mining algorithms, C4.5, RIPPER, and random forests [14] for the data set. Default parameters are used for C4.5 and RIPPER. The parameters of 100 trees and one are given as the parameter of the number of trees and the number of attributes to be used in random selection for the random forests respectively. In the table TP rate means true positive rate.

<table>
<thead>
<tr>
<th>Over-sampling rate</th>
<th>C4.5</th>
<th>RIPPER</th>
<th>Random Forests</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>72.8571</td>
<td>74.4898</td>
<td>81.8367</td>
</tr>
<tr>
<td>TP rate Class 1</td>
<td>0.8000</td>
<td>0.8000</td>
<td>0.8690</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.5311</td>
<td>0.4690</td>
<td>0.5930</td>
</tr>
<tr>
<td>200%</td>
<td>74.0157</td>
<td>74.6457</td>
<td>83.6220</td>
</tr>
<tr>
<td>TP rate Class 1</td>
<td>0.8410</td>
<td>0.8480</td>
<td>0.9400</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.5250</td>
<td>0.5250</td>
<td>0.6100</td>
</tr>
<tr>
<td>300%</td>
<td>77.5641</td>
<td>77.9487</td>
<td>83.4615</td>
</tr>
<tr>
<td>TP rate Class 1</td>
<td>0.8760</td>
<td>0.8780</td>
<td>0.9530</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.4850</td>
<td>0.4950</td>
<td>0.4900</td>
</tr>
</tbody>
</table>

Table 1. Accuracy of the three different data mining algorithms for the BUPA liver disorder data

<table>
<thead>
<tr>
<th>C4.5</th>
<th>RIPPER</th>
<th>Random Forests</th>
</tr>
</thead>
<tbody>
<tr>
<td>68.6957</td>
<td>64.6377</td>
<td>75.9420</td>
</tr>
<tr>
<td>Class 1</td>
<td>0.5311</td>
<td>0.4690</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.8000</td>
<td>0.7750</td>
</tr>
</tbody>
</table>

The following is the decision tree of C4.5 for the BUPA liver disorder data. The size of the tree is 51, and the number of leaves is 26. The numbers in parentheses in the terminal nodes of tree consist of two parts. The first number is the number of instances belonging to the class of the terminal node, and the second number is the number of instances not belonging to the class of the terminal node. If there is only one number in the parentheses, it is the first one.

gammagt <= 20  
| sgpt <= 19  
| | gammagt <= 7: 1 (4.0)  
| | gammagt > 7  
| | | alkphos <= 77: 2 (42.0/6.0)  
| | | alkphos > 77  
| | | | mcv <= 90  
| | | | | sgpt <= 16: 2 (3.0)  
| | | | | sgpt > 16  
| | | | | | sgpt <= 17: 1 (2.0)  
| | | | | | sgpt > 17  
| | | | | | | mcv <= 89: 2 (2.0)  
| | | | | | | mcv > 89: 1 (2.0)  
| | | | | | | | mcv > 90: 1 (5.0)  
| | sgpt > 19  
| | | sgpt <= 20  
| | | | drinks <= 3: 1 (31.0/1.0)  
| | | | drinks > 3  
| | | | | sgpt <= 23: 2 (3.0)  
| | | | | sgpt > 23: 1 (5.0)  
| | | sgpt > 20  
| | | | drinks <= 5  
| | | | | sgpt <= 26: 2 (21.0/8.0)  
| | | | | sgpt > 26: 1 (15.0/3.0)  
| | | | | drinks > 5: 1 (5.0)  
| | gammagt > 20  

The following is a rule set generated by RIPPER. The number of rules is three.

(gammagt <= 21) and (sgpt >= 20) => class=1 (85.0/22.0)  
(drinks >= 6) and (sgpt >= 36) => class=1 (35.0/12.0)  
=> class=2 (225.0/59.0)  

After generating the three data mining models based on the original data set, over-sampling rate of 100%, 200%, 300%, and 400% is applied for the minor class of class 1 using SMOTE. So, additional instances of 145, 290, 335, and 580 of class 1 are added to the original data set to make new training data sets for each respective over-sampling rate. Table 2 shows the result of the experiment.

The following is the decision tree of C4.5 for the BUPA liver disorder data. The size of the tree is 51, and the number of leaves is 26. The numbers in parentheses in the terminal nodes of tree consist of two parts. The first number is the number of instances belonging to the class of the terminal node, and the second number is the number of instances not belonging to the class of the terminal node. If there is only one number in the parentheses, it is the first one.

gammagt <= 20  
| sgpt <= 19  
| | gammagt <= 7: 1 (4.0)  
| | gammagt > 7  
| | | alkphos <= 77: 2 (42.0/6.0)  
| | | alkphos > 77  
| | | | mcv <= 90  
| | | | | sgpt <= 16: 2 (3.0)  
| | | | | sgpt > 16  
| | | | | | sgpt <= 17: 1 (2.0)  
| | | | | | sgpt > 17  
| | | | | | | mcv <= 89: 2 (2.0)  
| | | | | | | mcv > 89: 1 (2.0)  
| | | | | | | | mcv > 90: 1 (5.0)  
| | sgpt > 19  
| | | sgpt <= 20  
| | | | drinks <= 3: 1 (31.0/1.0)  
| | | | drinks > 3  
| | | | | sgpt <= 23: 2 (3.0)  
| | | | | sgpt > 23: 1 (5.0)  
| | | sgpt > 20  
| | | | drinks <= 5  
| | | | | sgpt <= 26: 2 (21.0/8.0)  
| | | | | sgpt > 26: 1 (15.0/3.0)  
| | | | | drinks > 5: 1 (5.0)  
| | gammagt > 20  

The following is a rule set generated by RIPPER. The number of rules is three.

(gammagt <= 21) and (sgpt >= 20) => class=1 (85.0/22.0)  
(drinks >= 6) and (sgpt >= 36) => class=1 (35.0/12.0)  
=> class=2 (225.0/59.0)
We can see some positive effect of the over-sampling from Table 2. In order to check the quality of the over-sampled data by SMOTE, all the over-sampled instances of SMOTE are checked by the more accurate classifier, the random forests. The random forests trained by the original data is used. While 1,163 distinct instances are checked to belong to false positive among the over-sampled instances. Using these two groups of over-sampled instances and the original data set, two more experiment were run. Table 3 shows the result of the experiment using over-sampled instances of true positive plus the original data set.

Table 3. Accuracy of the three different data mining algorithms for over-sampled instances of true positive plus the original BUPA liver disorder data

<table>
<thead>
<tr>
<th></th>
<th>C4.5</th>
<th>RIPPER</th>
<th>Random Forests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy%</td>
<td>89.0584</td>
<td>88.9257</td>
<td>91.1141</td>
</tr>
<tr>
<td>TP rate</td>
<td>Class 1: 0.952 / 0.952 / 0.986</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Class 2: 0.49 / 0.48 / 0.42</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The following is the decision tree for the additional 1,163 instances of true positive plus the original data. So, the number of instances for class 1 and class 2 becomes 1,308 and 200 respectively.

```
sgpt <= 18
| alkphos <= 64.133435
| | gammagt <= 7.865058: 1 (3.0)
| | gammagt > 7.865058
| | | gammagt <= 14.485685: 2 (14.0)
| | | gammagt > 14.485685
| | | | gammagt <= 15.711306: 1 (6.0)
| | | | gammagt > 15.711306
| | | | | gammagt <= 51.406185: 2 (17.0)
| | | | | gammagt > 51.406185
| | | | | | gammagt <= 54.809379: 1 (2.0)
| | | | | | gammagt > 54.809379: 2 (2.0)
| | | alkphos > 64.133435
| | | | mcv <= 90.00546
| | | | | drinks <= 3.276505
| | | | | | sgpt <= 17.981779
| | | | | | | alkphos <= 72.260495: 2 (5.0/1.0)
| | | | | | | alkphos > 72.260495: 1 (20.0/1.0)
| | | | | | | | sgpt > 17.981779: 2 (3.0)
| | | | | | | | | drinks <= 3.276505: 2 (11.0/1.0)
| | | | | mcv > 90.00546
| | | | | | sgpt <= 19.911888: 1 (40.0)
| | | | | | mcv > 19.911888
| | | | | | | alkphos <= 69.434712: 2 (3.0)
| | | | | | | | sgpt <= 17.981779
| | | | | | | | | alkphos <= 72.260495: 2 (5.0/1.0)
| | | | | | | | | alkphos > 72.260495: 1 (20.0/1.0)
| | | | | | | | | | sgpt > 17.981779: 2 (3.0)
| | | | | | | | | | | drinks <= 3.276505: 2 (11.0/1.0)
| | | | | | | | | | | | mcv <= 90.00546
| | | | | | | | | | | | | sgpt <= 19.911888: 1 (40.0)
| | | | | | | | | | | | mcv > 19.911888
| | | | | | | | | | | | | alkphos <= 69.434712: 2 (3.0)
| | | | | | | | | | | | | | sgpt <= 17.981779
| | | | | | | | | | | | | | | alkphos <= 72.260495: 2 (5.0/1.0)
| | | | | | | | | | | | | | | alkphos > 72.260495: 1 (20.0/1.0)
| | | | | | | | | | | | | | | | sgpt > 17.981779: 2 (3.0)
| | | | | | | | | | | | | | | | | drinks <= 3.276505: 2 (11.0/1.0)
| | | | | | | | | | | | | | | | | | mcv <= 90.00546
| | | | | | | | | | | | | | | | | | | sgpt <= 19.911888: 1 (40.0)
| | | | | | | | | | | | | | | | | | mcv > 19.911888
| | | | | | | | | | | | | | | | | | | | alkphos <= 69.434712: 2 (3.0)
| | | | | | | | | | | | | | | | | | | | | sgpt <= 17.981779
| | | | | | | | | | | | | | | | | | | | | | alkphos <= 72.260495: 2 (5.0/1.0)
| | | | | | | | | | | | | | | | | | | | | | alkphos > 72.260495: 1 (20.0/1.0)
| | | | | | | | | | | | | | | | | | | | | | | sgpt > 17.981779: 2 (3.0)
| | | | | | | | | | | | | | | | | | | | | | | | drinks <= 3.276505: 2 (11.0/1.0)
| | | | | | | | | | | | | | | | | | | | | | | | | mcv <= 90.00546
| | | | | | | | | | | | | | | | | | | | | | | | | | sgpt <= 19.911888: 1 (40.0)
| | | | | | | | | | | | | | | | | | | | | | | | | mcv > 19.911888
| | | | | | | | | | | | | | | | | | | | | | | | | | | alkphos <= 69.434712: 2 (3.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | sgpt <= 17.981779
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | alkphos <= 72.260495: 2 (5.0/1.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | alkphos > 72.260495: 1 (20.0/1.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | sgpt > 17.981779: 2 (3.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | drinks <= 3.276505: 2 (11.0/1.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | mcv <= 90.00546
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | sgpt <= 19.911888: 1 (40.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | mcv > 19.911888
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | alkphos <= 69.434712: 2 (3.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | sgpt <= 17.981779
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | alkphos <= 72.260495: 2 (5.0/1.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | alkphos > 72.260495: 1 (20.0/1.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | sgpt > 17.981779: 2 (3.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | drinks <= 3.276505: 2 (11.0/1.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | mcv <= 90.00546
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | sgpt <= 19.911888: 1 (40.0)
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | mcv > 19.911888
| | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | | alkphos <= 69.434712: 2 (3.0)
```
Table 4. Accuracy of the three different data mining algorithms for the over-sampled instances of false positive plus the original BUPA liver disorder data

<table>
<thead>
<tr>
<th></th>
<th>C4.5</th>
<th>RIPPER</th>
<th>Random Forests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy(%)</td>
<td>70.5977</td>
<td>73.3441</td>
<td>79.483</td>
</tr>
<tr>
<td>TP Class 1</td>
<td>0.924</td>
<td>0.895</td>
<td>0.969</td>
</tr>
<tr>
<td>rate Class 2</td>
<td>0.25</td>
<td>0.395</td>
<td>0.43</td>
</tr>
</tbody>
</table>

The following is the decision tree for the additional 274 instances of false positive plus the original data. So, the number of instances for class 1 and class 2 becomes 419 and 200 respectively.

mcv <= 87
|     | sgpt <= 34
|     | | sgpt <= 18.009007
|     | | | drinks <= 2.279779
|     | | | | gammagt <= 15.628985
|     | | | | | sgpt <= 14.492658: 2 (3.0)
|     | | | | | | sgpt > 14.492658: 1 (4.0)
|     | | | | | gammagt >= 15.628985: 2 (5.0)
|     | | | | | | drinks >= 2.279779: 1 (10.0)
|     | | | | | | | sgpt > 18.009007: 1 (103.0/38.0)
|     | | | | | | | | sgpt > 34: 2 (8.0)
|     | | sgot > 34: 2 (8.0)
mcv > 87
|     | sgpt <= 21
|     | | gammagt <= 20.835356
|     | | | sgpt <= 9: 2 (5.0)
|     | | | | sgot <= 9: 1 (94.0/26.0)
|     | | | | | gammagt >= 20.835356: 2 (40.0/15.0)
|     | | | | | | sgot > 21
|     | | | | | | | sgpt <= 44.543404: 1 (328.0/67.0)
|     | | | | | | | | sgpt > 44.543404
|     | | | | | | | | | drinks >= 5.481014: 2 (7.0)
|     | | | | | | | | | | sgpt > 5.481014
|     | | | | | | | | | | | sgot <= 87: 2 (7.0/1.0)
|     | | | | | | | | | | | | sgot > 87: 1 (5.0)

The following is a rule set generated by RIPPER.

(gammagt >= 22) and (alkphos <= 65) and (drinks <= 4) and (drinks <= 1) => class=2 (25.0/3.0)
(gammagt >= 19) and (alkphos <= 65) and (sgot >= 17) => class=2 (33.0/5.0)
(mcv <= 88) and (sgot <= 19) and (alkphos <= 70) => class=2 (7.0/0.0)
(mcv >= 28) and (mcv <= 89) and (gammagt >= 42) => class=2 (29.0/9.0)
(gammagt >= 23) and (sgot >= 45) => class=2 (18.0/5.0)
(gammagt >= 30) and (sgot <= 34) and (sgot >= 24) and (alkphos <= 92) => class=2 (27.0/7.0)
(sgot <= 22) and (drinks <= 4) and (mcv <= 90) => class=2 (20.0/5.0)
(sgot <= 15) and (alkphos <= 72) => class=2 (13.0/5.0)
=> class=1 (1336.0/67.0)

The total number of rules is nine.

Table 4 shows the result of the experiment using over-sampled instances of false positive plus the original data set.
summary of the two experiments in table 3 and table 4 for easy comparison.

Table 5. The summary of the result of experiments for the two different groups of over-sampled instances for the BUPA liver disorder data

<table>
<thead>
<tr>
<th>Over-sampled instances of TP</th>
<th>Over-sampled instances of FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of data set</td>
<td>1,508</td>
</tr>
<tr>
<td>Size of class 1</td>
<td>1,308</td>
</tr>
<tr>
<td>Size of class 2</td>
<td>200</td>
</tr>
<tr>
<td>Accuracy of C4.5</td>
<td>89.0584%</td>
</tr>
<tr>
<td>Size of the tree</td>
<td>109</td>
</tr>
<tr>
<td>Accuracy of RIPPER</td>
<td>88.9257%</td>
</tr>
<tr>
<td>Number of the rules</td>
<td>9</td>
</tr>
</tbody>
</table>

If we compare the result of the experiment, we can find that the true positive instances checked by the random forests are doing better than the false positive instances. Note that adding smaller number of over-sampled instances of class 1 may affect smaller decrease in TP rate of class 2 as we can see in table 2. But, if we look at true positive rate of class 2 in table 4, the three values are worse than those values of over-sampling rate of 100% or 200% in table 2. On the contrary, over-sampled instances of true positive generated similar true positive rate with those of over-sampling rate of 400% in table 2, while the accuracy of the three algorithms are better.

C. Experiment on the Echocardiogram Data Set

Originally echocardiogram data set contains two classes of 74 instances, and the other 58 instances have no classes. So, one more class is added as 'unknown' for convenience. As a result, a new data set with three classes is used for the experiment, and each class has 50, 24, and 58 instances for class 0, class 1, and class u respectively. The data set has twelve continuous attributes. Table 6 shows the accuracy of three different data mining algorithms, C4.5, RIPPER, and LMT [15] for the data set.

Table 6. Accuracy of the three different data mining algorithms for echocardiogram data

<table>
<thead>
<tr>
<th></th>
<th>C4.5</th>
<th>RIPPER</th>
<th>LMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy(%)</td>
<td>54.5455</td>
<td>63.6364</td>
<td>70.4545</td>
</tr>
</tbody>
</table>

The following is the decision tree of C4.5. The attributes are named for compact representation of the generated knowledge models. Table 7 has the original name of each attribute.

Table 7. The meaning of each attribute Ai

<table>
<thead>
<tr>
<th>Attribute</th>
<th>The original name of attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Survival</td>
</tr>
</tbody>
</table>

The size of the tree is 27, and the number of leaves is 14. The following is a rule set generated by RIPPER.

(A1 <= 7) and (A8 >= 18) => class=1 (12.0/0.0)
(A2 >= 1) and (A9 >= 1.36) and (A3 >= 61) => class=1 (12.0/3.0)
(A1 <= 5) and (A1 >= 2) => class=1 (4.0/1.0)
(A12 <= 1) => class=0 (15.0/0.0)
(A12 >= 2) and (A1 >= 36) and (A7 >= 3.59) => class=0 (14.0/1.0)

=> class=u (75.0/22.0)

The total number of rules is six.

Over-sampling rate of 100%, 200%, 300%, and 400% is applied for the minor class using SMOTE. So, additional instances of 24, 48, 72, and 96 of class 1 are added to the
original data set for each respective over-sampling rate. Table 8 shows the result of the experiment.

Table 8. Accuracy of the three different data mining algorithms for echocardiogram data in different over-sampling rates

<table>
<thead>
<tr>
<th>Over-sampling rate</th>
<th>Accuracy(%) C4.5</th>
<th>RIPPER</th>
<th>LMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>64.7436</td>
<td>71.7949</td>
<td>67.3077</td>
</tr>
<tr>
<td>TP rate</td>
<td>Class 0 0.64</td>
<td>0.76</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Class 1 0.583</td>
<td>0.792</td>
<td>0.625</td>
</tr>
<tr>
<td></td>
<td>Class u 0.483</td>
<td>0.414</td>
<td>0.655</td>
</tr>
<tr>
<td>TP rate</td>
<td>Class 0 0.66</td>
<td>0.9</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>Class 1 0.889</td>
<td>0.931</td>
<td>0.875</td>
</tr>
<tr>
<td></td>
<td>Class u 0.569</td>
<td>0.397</td>
<td>0.522</td>
</tr>
<tr>
<td>TP rate</td>
<td>Class 0 0.56</td>
<td>0.9</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>Class 1 0.906</td>
<td>0.969</td>
<td>0.969</td>
</tr>
<tr>
<td></td>
<td>Class u 0.5</td>
<td>0.431</td>
<td>0.638</td>
</tr>
<tr>
<td>TP rate</td>
<td>Class 0 0.62</td>
<td>0.92</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>Class 1 0.95</td>
<td>0.983</td>
<td>0.638</td>
</tr>
<tr>
<td></td>
<td>Class u 0.569</td>
<td>0.362</td>
<td>0.586</td>
</tr>
</tbody>
</table>

We can see some positive effect of over-sampling from table 8. As before, in order to check the quality of the over-sampled data by SMOTE, all the over-sampled instances of SMOTE are checked by the more accurate classifier, LMT. The LMT trained by the original data is used. While 198 distinct instances are checked to belong to true positive, the other 35 distinct instances are checked to belong to false positive. Using these two groups of over-sampled instances and the original data set, two more experiment were run. Table 9 shows the result of the experiment using the over-sampled instances of true positive plus the original data set.

Table 9. Accuracy of the three different data mining algorithms for over-sampled instances of true positive plus the original echocardiogram data

<table>
<thead>
<tr>
<th>C4.5</th>
<th>RIPPER</th>
<th>LMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy(%)</td>
<td>84.8485</td>
<td>86.3636</td>
</tr>
<tr>
<td>TP rate</td>
<td>Class 0 0.6</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Class 1 0.986</td>
<td>0.968</td>
</tr>
<tr>
<td></td>
<td>Class u 0.534</td>
<td>0.414</td>
</tr>
</tbody>
</table>

The following is the decision tree for the additional 198 instances of true positive plus the original data. So, the number of instances for class 0, class 1, and class u becomes 50, 222, and 58 respectively.

A2 <= 0
| A1 <= 38
| | A1 <= 1.478174: 0 (10.97/2.97)
| | A1 > 1.478174

The size of the tree is 41, and the number of leaves is 21. The following is a rule set generated by RIPPER for the over-sampled true positive instances plus the original data. It consists of five rules.

(A1 >= 12) and (A12 >= 1) => class=0 (71.0/23.0)
(A12 >= 7.5) => class=u (28.0/4.0)
(A12 >= 2) and (A9 <= 1.41) and (A5 <= 0.22) => class=u (7.0/1.0)
(A10 <= 0.28) => class=u (2.0/0.0)
=> class=1 (222.0/3.0)

Table 10 shows the result of the experiment using over-sampled instances of false positive plus the original data set.
Table 10. Accuracy of the three different data mining algorithms for over-sampled instances of false positive plus the original echocardiogram data

<table>
<thead>
<tr>
<th></th>
<th>C4.5</th>
<th>RIPPER</th>
<th>LMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy(%)</td>
<td>70.0599%</td>
<td>74.2525%</td>
<td>72.4551%</td>
</tr>
<tr>
<td>TP rate Class 0</td>
<td>0.56</td>
<td>0.94</td>
<td>0.66</td>
</tr>
<tr>
<td>Class 1</td>
<td>0.932</td>
<td>0.915</td>
<td>0.915</td>
</tr>
<tr>
<td>Class u</td>
<td>0.586</td>
<td>0.397</td>
<td>0.586</td>
</tr>
</tbody>
</table>

The following is the decision tree for the additional 35 instances of false positive plus the original data. So, the number of instances for class 0, class 1, and class u becomes 50, 59, and 58 respectively. The following is the decision tree of C4.5.

\[
\begin{align*}
\text{A2} &\leq 0 \\
| \text{A12} &> 1.48626 \\
|   | \text{A10} &> 0.884189 \\
|   |   | \text{A5} &> 0.225: \text{u} (2.28) \\
|   |   | \text{A10} &> 0.884189: 0 (9.0) \\
| \text{A12} &> 1.48626 \\
| \text{A1} &> 38 \\
| \text{A4} &< 0.499229 \\
|   | \text{A6} &> 7: \text{u} (18.15/1.72) \\
|   | \text{A} &> 12 \\
|   |   | \text{A5} &> 0.253: \text{u} (6.24/1.22) \\
|   |   | \text{A5} &> 0.253: \text{u} (3.36/0.35) \\
|   | \text{A6} &> 12: \text{u} (7.11/0.27) \\
| \text{A8} &> 15.67: \text{u} (4.48) \\
| \text{A10} &> 0.928: 0 (4.03/0.03) \\
| \text{A4} &> 0.499229 \\
| \text{A10} &> 0.643: 0 (2.01/0.01) \\
| \text{A10} &> 0.643 \\
| \text{A7} &> 4.58: 0 (2.83/0.83) \\
| \text{A7} &> 4.58: \text{u} (3.46) \\
| \text{A1} &> 38: 0 (12.91/1.91) \\
\end{align*}
\]

\[
\begin{align*}
\text{A2} &> 0 \\
| \text{A1} &> 12 \\
| \text{A12} &< 1.999737: 1 (37.87/0.54) \\
| \text{A12} &> 1.999737 \\
| \text{A6} &< 8.716833: 1 (10.85/0.83) \\
| \text{A6} &> 8.716833 \\
| \text{A8} &< 19 \\
| \text{A10} &< 0.812 \\
| \text{A5} &< 0.17: \text{u} (4.87/1.38) \\
| \text{A5} &> 0.17: 1 (3.07/0.52) \\
| \text{A10} &> 0.812: \text{u} (6.01/0.29) \\
| \text{A8} &> 19: 1 (6.96/0.31) \\
| \text{A1} &> 12 \\
| \text{A4} &< 0.861196: 0 (6.83/1.83) \\
| \text{A4} &> 0.861196: \text{u} (2.01) \\
\end{align*}
\]

The size of the tree is 43, and the number of leaves is 22. The data set generated similarly sized tree compared to the true positive over-sampled instances plus the original data, even though it has smaller number of instances of class 1. The following is a rule set generated by RIPPER for the over-sampled true positive instances plus the original data. It consists of five rules.

\[
\begin{align*}
(\text{A1} &> 12) \text{ and } (\text{A12} &> 1) \text{ and } (\text{A6} &> 7.1) \Rightarrow \text{class=0 (42.0/9.0)} \\
(\text{A1} &> 10) \text{ and } (\text{A3} &> 66) \Rightarrow \text{class=0 (16.0/5.0)} \\
(\text{A1} &> 10) \Rightarrow \text{class=u (38.0/6.0)} \\
(\text{A12} &> 2) \text{ and } (\text{A3} &> 67) \text{ and } (\text{A3} &< 77) \Rightarrow \text{class=u (7.0/0.0)} \\
\Rightarrow \text{class=1 (64.0/6.0)} \\
\end{align*}
\]

Table 11 shows the summary of the experiment described in table 9 and table 10 for easy comparison.

Table 11. The summary of the result of experiments for two different groups of over-sampled instances for the echocardiogram data

<table>
<thead>
<tr>
<th></th>
<th>Over-sampled instances of TP</th>
<th>Over-sampled instances of FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of data set</td>
<td>330</td>
<td>167</td>
</tr>
<tr>
<td>Size of class 0</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Size of class 1</td>
<td>222</td>
<td>59</td>
</tr>
<tr>
<td>Size of class u</td>
<td>58</td>
<td>58</td>
</tr>
<tr>
<td>Accuracy of C4.5</td>
<td>84.8485%</td>
<td>70.0599%</td>
</tr>
<tr>
<td>Size of the tree</td>
<td>41</td>
<td>43</td>
</tr>
<tr>
<td>Accuracy of RIPPER</td>
<td>86.3636%</td>
<td>74.2525%</td>
</tr>
<tr>
<td>Number of the rules</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
and SMOTE has been considered a good technique for that purpose. But, even though the instances are generated based on the well known nearest neighbors algorithm, it might be possible that the quality of the artificially generated instances is not as good as expected. In this paper we showed how we may surmount the problem by resorting to a different and more reliable data mining algorithm other than C4.5 or RIPPER, which are two target data mining algorithms for improvement. More reliable or accurate data mining algorithms were used to check the quality of the generated over-sampled instances. The validity of the suggested idea was checked by experiment using two data sets for liver and heart in medicine domain, where the understandability of the data mining models is important, and the experiment showed very good results.
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