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Abstract—Banking Products and services are more and more
innovative using Internet and mobile technologies. For this
reason, bank information system must be protected against
several risks considering physical or logical attacks which can
cause important financial losses. In this paper, we propose a
quantification model of information system residual risks which
are the risks remaining after the response of management. Our
model provides an automatic calculation of security measures
impact on information system risks and it is based on FMECA
(Failure Modes and Effect Criticality Analysis Method) which
is an inductive reasoning method studying causes, effects of
failures and criticality. For testing, the values obtained with the
model were compared to reference values given by assessors
during different working sessions. The result is satisfactory,
facilitates risk analysis, helps to maintain information system
security, to increase banks profit and customers confidence.
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I. INTRODUCTION

Risk is the potential harm that may arise from some
current process or from some future event. Information
system risk is a function of the likelihood of a given
threat-sources and the resulting impact of that adverse event
on the organization [1]. Threat is potential for a threat-source
to exercise a specific vulnerability and threat-source is a
situation that may accidentally trigger a vulnerability [2].
Bank information system has several risks considering the
new products and services related to mobile and online
banking. The potentials frauds have financial, commercial
and juridical impacts. This implies decrease of bank profit
and customers confidence. To manage their risks which can
have major business impacts for the bank, it is necessary
to inhibit threat, reduce and eliminate vulnerability, protect
and move asset [3]. Risk management process has different
steps including assessment, timing of exercise, consistency
in approach and implementation [4]. It also includes
cost-benefit analysis and selection, test and evaluation of
safeguards. In that context, implementation of best practices
should be consistent with the enterprise risk management
and control framework, appropriate for the enterprise and
integrated with other methods and practices that are being
used [5]. Various security standards are proposed and
concern different fields of information system:

• MEHARI: Risk analysis method and set of tools
specifically designed for security management [6].

• COBIT: IT governance and framework of best practices
in managing resources, infrastructures, processes,
responsibilities and controls [7].

• ITIL: Library of good practices related to information
technology services [8].

• ISO 27001: Methods and practices for implementing
information security in organization [9].

• ISO 22301: Governance process supported by top
management to implement and maintain business
continuity management [10].

Banks implement many security measures to safe
information and transactions. Nowadays, ATM (Automated
Teller Machine) or POS (Point Of Sale) frauds, Internet
banking frauds and fraudulent transfers or withdrawals
contributed most to frauds in banking sector. For these
reasons, banks must prevent fraud, improve product
penetration, capture a substantial number of customers
with little or no banking experience and attract more
savers [11]. Also, the vendor should be knowledgeable
about standards such as the PCI DSS (Payment Card
Industry Payment Card Industry Data Security Standard)
[12]. For online transactions, 3D-Secure is an adaptive
authentication protocol enables merchants and issuers to
other additional cardholder protection. Authentication is
attempting to confirm that the person initiating a transaction
is the legitimate and genuine cardholder [13]. Also, layers
of security must be considered as the EMV (Europay
Mastercard Visa) chip card adoption cycle matures. Ideally,
each stakeholder should address fraud with their EMV
chip migration strategy [14]. Merchants have to stem rising
fraud losses, while issuers have to rein in fraud and also
maintain consumer confidence in the security of online
transactions [15]. Periodically, Banks assess the impact of
those implemented controls on information system risks
using an actual method which has some limits. This method
is manual, requires time and personal investment and has
some estimation error. So we propose to automatize the
assessment of banking information system residual risks.
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II. RELATED WORK

Information system risk is a function of the likelihood
of a given threat-sources exercising a particular potential
vulnerability and the resulting impact of that adverse event
on the organization. Generally, risk assessment includes
process of identifying the risks, determining probability of
occurrence and resulting impact and additional safeguards
that would mitigate this impact. Information system risk
management allow implementation of appropriate controls
in order to reduce or eliminate risks [16]. Different steps
exist: determining the level of inherent risk, monitoring the
effectiveness of the risk management practices, determining
whether the residual risk is improving, stable or eroding
over time [17]. Considering the actual banking products
and services, the financial, payment and network service
providers should implement the appropriate safeguards. Each
bank should implement strong positive controls to protect
such data while in its custody, identify personal and sensitive
data and should ensure that appropriate mechanisms are in
place [18]. Various risks have been associated to mobile
payments like anti money laundering, credit, liquidity,
fraud and compliance [19]. The strategic risk with mobile
payments is of an attack that makes fraud so easy that a
platform or channel becomes vulnerable [20]. Information
security risk is the harm to a process or the related
information resulting from some purposeful or accidental
event that negatively impacts the process or the related
information. African banks consider regional expansion to be
the key axis of their risk mitigation strategies [21]. However,
lack of data regrettably did not allow assessing all risks and
banks exposure is clearly increasing [22]. Financial crime
usually involves fraud, but this can take many forms to
exploit consumers, banks and government agencies. The
most damaging seek to penetrate bank networks, with
cybercriminals gaining access to accounts and siphoning
money [23]. For this reason, information risks must be
managed by understanding and responding to factors that
may lead to a failure in the confidentiality, integrity or
availability of an information system. Risk assessment
process includes assessment of inherent risks and assessment
of residual risks [24]. Inherent risk is the susceptibility of
information or data to a material misstatement assuming
that there are no mitigating control. It is a factor to be
considered when determining the residual risk [25]. Residual
risk is defined as the risk remaining after management takes
action to reduce the severity and/or likelihood of an adverse
event, including control activities in responding to a risk.
Specifically, information system residual risk is the potential
that a given threat will exploit a vulnerability of an asset and
thereby cause harm whereas controls are in place. It is the
risk remains even after all the security majors and controls
to prevent risk are implemented [26]. In that context,
safeguards and risk treatment allow to lower risk to a certain

remaining value [27]. Residual criticality of risk represents
the level of actual exposure and gives an appreciation of
controls impact on inherent risks [28]. Practically, residual
risks is obtained by estimating controls impact on inherent
risks. However, in 2015, we propose a mathematical model
which allow a quantification of banking residual risks [29].
After that, we also defined two mathematical models which
provide an automatic calculation of internet banking controls
maturity [30]. But the residual risk rating is often obtained
by assessing the effect that the current controls have on
inherent risk using the defined scales of risk likelihood and
severity. To determine the residual risk rating, it is necessary
to assess the effect that the control has on the overall risk
leads [31]. As we can see, information system residual risks
is estimated by assessors during several work sessions using
a manual method which has some limits:

• it requires many work sessions with compromises in
case of disagreement

• it requires significant level of expertise, time and
personal investment

• the impact of implemented controls are differently
appreciated by assessors

• they are some estimation error during assessment of
residual risk

III. CONTRIBUTION

In this paper, we automatize the residual risk estimation
step of FMECA by proposing a new approach and defining
a quantification model. FMECA is based on an inductive
reasoning and study causes, effects of failures and criticality
[32]. To propose our model, we consider the following 10
principles:

• Principle 1: A risk can have one or more controls which
are set of measures to mitigate it

• Principle 2: A control is defined to reduce risk
criticality which is an aggregated measure of risk

• Principle 3: Controls have one maturity and four types:
deterrent, preventive, detective and corrective

• Principle 4: Deterrent Controls are intended to
discourage a potential attacker

• Principle 5: Preventive controls are intended to
minimize the likelihood of an incident occurring

• Principle 6: Detective controls are intended to identify
when an incident has occurred

• Principle 7: Corrective controls are intended to fix
information system components after an incident has
occurred

• Principle 8: Only detected risks are corrected, when
risks are not detected, corrective controls cannot be
apply

• Principle 9: Only mature deterrent or preventive control
can reduce risk likelihood

• Principle 10: Only mature detective or corrective
control can reduce risk severity
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Figure 1. Our Model Approach

As illustrated above, we propose a quantification of
security measures impact on banking information system
risks using FMECA. The proposed approach has three steps
and take into account controls maturity, types of controls
and detection criteria. The first step concerns the assessment
of inherent risks using the scales related to likelihood of
occurrence and severity of impact in order to assign inherent
value to each risk. The second step concerns assessment of
control maturity using the scale of controls maturity in order
to assign a maturity value to each control. The third step is
related to quantification of residual values. This step take
into account the parameters of the two previous step and
additional parameters which are related to type of controls
and detection criteria.

A. The defined scales

We defined different scales which will be model
parameters. The used scales for likelihood and severity have
six values at most; During inherent assessment, one value
is assigned to risk likelihood and one value to risk severity.
The following scale is defined to assess likelihood of the
risk eventuating with no controls in place. This will inform
the inherent risk rating and enable the effectiveness of any
current controls that reduce the likelihood of a risk event
occurring to be assessed.

Table I
VALUE OF RISK LIKELIHOOD

Rating Description Meaning
1 Almost Never It is difficult for threats to exploit vulnerability
2 Unlikely Threats require significant skills to exploit vulnerability
3 Possible Threats require moderate skills to exploit vulnerability
4 Highly likely Threats require minimal skills to exploit vulnerability
5 Almost Certain It is easy for threats to exploit vulnerability
6 Very certain It is very easy for threats to exploit vulnerability

The following scales is defined to assess the severity of the
risk eventuating with no controls in place. This will inform
the inherent risk rating and enable the effectiveness of any
current controls that reduce the impact of a risk event that
occurs to be assessed.

Table II
VALUE OF RISK SEVERITY

Rating Description Meaning
1 Minimal Any impact on strategic objectives
2 Minor Impact can be managed within current resources
3 Moderate Impact can be managed with modest extra resources
4 Significant Impact cannot be managed without extra resources
5 Severe Impact cannot be managed without significant extra resources
6 Very severe Could severely compromise strategic objectives

The used scale for controls maturity assessment is
declined in the following table. As indicated, the scale has
five values at most. Each assessed control will be assigned
one value of maturity.

Table III
VALUE OF CONTROL MATURITY

Rating Description Meaning
1 Not Existent Bank has not even identified the issues to be addressed.
2 Initial Issues exist but the approach to management is disorganized.
3 Systematic The procedures are not sophisticated but they are formalized
4 Managed Management monitors and measures compliance with procedures
5 Optimized Processes have been refined to a level of good practice

B. The defined index

We also define five index related to controls maturity
and four types of controls which will be used on model
equations. For each control maturity, we defined the
corresponding index. As indicated below, the maturity index
has tree values 0, 1 and 2.

Table IV
VALUE OF MATURITY INDEX

Rating Index Description
1 0 Not Existent
2 0 Initial
3 1 Systematic
4 2 Managed
5 2 Optimized

The following index is related to four types of controls.
They have 2 values at most 0 or 1. We will also take account
of this indexes when we calculated the impact of controls
because every control has a value of maturity index and
value of type index.

Table V
VALUES OF DETERRENT INDEX

Type of control Index
Deterrent 1
Not deterrent 0

Table VI
VALUES OF PREVENTION INDEX

Type of control Index
Preventive 1
Not preventive 0
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Table VII
VALUES OF DETECTION INDEX

Type of control index
Detective 1
Not detective 0

Table VIII
VALUES OF CORRECTIVE INDEX

Type of control Index
Corrective 1
Not corrective 0

C. New proposed model

To define our model, we consider the previous principles,
scales and indexes. We also take into account banking
regulations, safety standards of information system and
electronic payment, collaborations and partnerships. We also
use the following definitions :

• Inherent risks: risk without consideration of controls
• Controls maturity : maturity of deterrent, preventive,

detective and corrective controls
• Residual risks : risk after taking into account all types

of controls

Considering the equation which provides risk criticality [33]
by calculating the product of likelihood and severity, our
model which automatize the assessment of security measures
impact on banking information system risks is declined as
follows:

Cres = [P−(

r∑
e=0

(a∗i)/r+

s∑
e=0

(b∗j)/s)]∗[G−(

t∑
e=0

(c∗k)/t+

u∑
e=0

((d/2)∗l))/u)]

(1)

Our model parameters is explained below:

• Residual risks: Cres
• Inherent likelihood: P
• Inherent severity: G
• Equation(2) quantify the impact of deterrent controls

using maturity of deterrent controls(a), index of
deterrent controls(i) and number of deterrent
controls(r). It is based on the principles 4 and 9
which says that deterrent controls are intended to
discourage a potential attacker and when they are
mature, they can reduce risk likelihood.

r∑
e=0

(a ∗ i)/r (2)

• Equation(3) quantify the impact of preventive controls
using maturity of preventive controls(b), index of
preventive controls(j) and number of preventive
controls(s). It is based on the principles 5 and 9 which
says that preventive controls are intended to minimize
the likelihood of an incident occurring and when they

are mature, they can reduce risk likelihood.
s∑

e=0

(b ∗ j)/s (3)

• Equation(4) quantify the Impact of detective controls
using maturity of detective controls(c), index of
detective controls(k) and number of detective
controls(t). It is based on the principles 6 and
10 which says that detective controls are intended to
identify when an incident has occurred and when they
are mature, they can reduce risk severity.

t∑
e=0

(c ∗ k)/t (4)

• Equation(5) quantify the impact of corrective controls
using maturity of corrective controls(d), index of
corrective controls(l) and number of corrective
controls(u). It is based on the principles 7 and 10
which says that corrective controls are intended to
fix information system components after an incident
has occurred and when they are mature, they can
reduce risk severity. Principle 8 is also used because
only detected risks are corrected, that means when
risks are not detected, corrective controls cannot be
apply. As told before, we know that the maximum of
index maturity is 2; then we propose that maturity of
deterrent, preventive and detective controls does not
need to be modify because they are independent. But
maturity of corrective controls must be divided by 2
because they depend to control detection.

e∑
l=0

((d/2) ∗ l))/u (5)

IV. TESTS AND RESULTS

For testing, we collaborated with banks which offer
traditional banking services and electronic banking
products like withdrawal, payment or transfer using
credit, debit or prepaid cards. This sample is
representative because other banks have approximately
the same risks considering their similar activity,
infrastructure and their dependance to laws and
regulations. For reasons of confidentiality, we will not
disclose identity of those banks.

A. Risks identification

To identify information system risks, it is necessary
to take account threats and vulnerabilities because the
concerned risk is defined as the exercise of a threat
against a vulnerability. Threats identification includes
threat-sources to ensure accurate assessment and
vulnerabilities can be identified by numerous means.
After identification sessions, we have collected 106
risks and 205 controls related to banking information
system.
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B. Inherent risks assessment

Assessing inherent risks is the process of determining
the likelihood of the threat being exercised against the
vulnerability and the resulting impact from a successful
compromise. When assessing inherent likelihood and
severity, we do not take into consideration the
implemented controls. During assessment, we assigned
to each risks a value of likelihood and severity using
the previous defined scale

C. Residual risks assessment

Residual risk assessment estimates likelihood of threats
which are not avoided by security measures, such as
residual threats. Those threats can be eliminated by
additional security measures. In this way, risk will
be reduced to an acceptable level [34]. After the
evaluation of the identified risks and controls, risks
were reassessed during the working sessions with the
concerned assessors in order to obtain an estimate
of residual risks. The inherent risks combined with
controls assessment provide residual risks which are
called reference values.

D. Application of the model on all information system
risks

For testing, we apply the model on all banking
information system risks and compare the obtained
values to values given by assessors which are called
references values. Before approving the model, we
test it on information system components, information
security criteria and SDLC (Software Development Life
Cycle) phases.
1) Application of the model on information system
components: We classify all risks by information
system components which include hardware, software,
network, data base, site, information and users before
applying the model. For this we calculate for each
component, the average of control maturity by type
of controls, identified the number of controls and
apply the proposed model. The correlation rate between
model and reference residual risks is shown in the
following table . We remarked that correlation rate by
component is between 95.8% and 97.8%. That means
for each information system component, model values
are approximately equal to reference values. Correlation
rate average is equal 97%, that means that the residual
risks by information system component is globally
equal to reference values given by assessors.
We also design the graph related to model and reference
residual risks. We can see that model values are equal,
upper or lower than reference values as indicated in the
following graph. That means residual values between
model and reference by information system component
are random .

Table IX
CORRELATION RATE BETWEEN MODEL AND REFERENCE RESIDUAL

RISKS BY INFORMATION SYSTEM COMPONENTS

Information System Components Correlation Rate
Hardware 96.6%
Software 97.5%
Network 97.8%
Data base 96.7%
Site 97.3%
Information 95.8%
Users 96.8%
AVERAGE 97%

Figure 2. Residual Values by information system component risks

2) Application of the model on information security
criterias: We also classify all risks by information
security criterias which include effectiveness,
efficiency, integrity, confidentiality, compliance,
availability, reliability before applying the model. For
this we calculate for each criteria, the average of
control maturity by type of controls, identified the
number of controls and apply the proposed model. The
correlation rate between model and reference residual
risks is shown in the following table:

Table X
CORRELATION RATE BETWEEN MODEL AND REFERENCE RESIDUAL

RISKS BY INFORMATION SECURITY CRITERIA

Information Security Criteria Correlation Rate
Effectiveness 97%
Efficiency 97.3%
Integrity 96.8%
Confidentiality 97%
Compliance 96.9%
Availability 97.3%
Reliability 96.1%
AVERAGE 97%

We remarked that correlation rate by concerned criteria
is different and its value is between 96.1% and
97.3%. That means for each criteria, model values are
approximately equal to reference values. Correlation
rate average is the same because the tests are done on
all information system and its value 97% shows that
model values are globally equal to reference values.
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Figure 3. Residual Values by information security criteria risks

As indicated in the graph above, we can see that
model values are equal, upper or lower than reference
values. That means residual values between model and
reference by information security criteria are random.
3) Application of the model on SDLC phases:
We finally classify all risks by SDLC (Software
Development Life Cycle) phases. Those phases include
seven different steps: requirement, analysis, design,
development, test and maintenance [35]. For testing, we
calculate for each phase, the average of control maturity
by type of controls, identified the number of controls
and apply the proposed model. The correlation rate
between model and reference residuals risks is shown
in the following table:

Table XI
CORRELATION RATE BETWEEN MODEL AND REFERENCE RESIDUAL

RISKS BY SDLC PHASES

SDLC Phases Correlation Rate
Requirement 96.8%
Analysis 96,7%
Design 97.6%
Development 96.7%
Test 97.5%
Maintenance 96.8%
AVERAGE 97%

We remarked that correlation rate value by SDLC
phases is different and its value is between 96.7%
and 97.6%. That means for each SDLC phases, model
values are approximately equal to reference values
.Correlation rate average is always the same because
the tests are done on all identified risks and its value
which is equal to 97% shows that the model residual
risks are globally equal to reference residual risks. In
order to appreciate the difference, we design the graph
which showed model and reference residual risks. As
we can see, model values are equal, upper or lower than
reference values. That means residual values between
model and reference by SDLC phases are random. the
concerned graph is declined as follow:

Figure 4. Residual Values by SDLC phases risks

E. Gain of time

Finally, we measure the gain of time provided by our
model as indicated in the table below:

Table XII
GAIN OF TIME PROVIDED BY OUR MODEL

Criteria Gain of time for 1 Assessor Gain of time for 10 Assessors
per risk 30 minutes 5 hours
per 20 risks 1.25 man-days 12.5 man-days
per 40 risks 2.5 man-days 25 man-days
per 60 risks 3.75 man-days 37.5 man-days
per 80 risks 5 man-days 50 man-days
per 100 risks 6.25 man-days 62.5 man-days

As we can see in the table above, our model provides
a win of time of 62.5 man-days for assessment of 100
information system risks by 10 assessors. This may be
very beneficial for banks because we know that the
different assessors have many tasks to be carried out
in their respective departments. Our model helps to
avoid wasting considerable time during residual risks
assessment.

F. Global Results

Considering, the good correlation rate between model
and reference residual risks and the win of time
provided by the model, we conclude that our model
has several advantages which are listed below:

– Automatic calculation of information system
residual risks considering the good correlation rate
between model values and reference values

– Decrease of residual risks estimation error by
harmonizing assessment methods and scales

– Reduction of time for obtaining residual risks
considering the gain of time provided by the model

– Help on improvement of banking information
system security by automatizing assessment of
security measures maturity

– Facilitation of risks management by automatizing
risks and controls assessment
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V. CONCLUSION

Banking information system is very exposed to
cybercrime and others attacks. For this reason,
assessment of security measures maturity must be
optimal in order to implement appropriate controls
whenever it is necessary. In this paper, we define
a mathematical model which quantify the impact
of security measures on banking information system
risks and we obtain a good correlation rate between
model and reference residuals risks. Test Results
are satisfactory by information system components,
information security criterias and software development
life cycle phases. The model provides automatic
calculation of residual risks, decrease estimation error
rate and reduce time for obtaining residual risks. This
implies improvement of banking information system
security, facilitation of risk management and increase
of bank profit. In our future work, we will try to
improve the model by increasing correlation rate,
reduce parameters of the equation and extend tests to
operational and compliance risks.
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