
 

 

 

Abstract—Estimating the cost of software is one of the most 

challenging tasks in project management. Accurate cost estimates of 

software projects and avoiding the overestimates and the 

underestimates are critical to reach the project’s success. 

Considerable research attention is now directed at gaining a better 

software cost estimating models. In this paper, we investigate the use 

of Fuzzy C5 decision tree for software cost estimation; it is designed 

by integrating the principles of C5 decision tree and the fuzzy set-

theoretic concepts. The fuzzy logic is used to provide a formal 

description of concepts representing data by linguistic values and 

fuzzy variables in order to handle imprecision and uncertainties in 

software cost estimation. We have utilized the two statistics that are 

often used to measure the accuracy of predictive models: the mean 

magnitude relative error, MMRE, and the number of predictions 

within 25% of the actuals, pred(25). An empirical validation of our 

model is reported using the International Software Benchmarking 

Standards Group data repository. Empirical results approve the 

deductions gotten in previous studies:  incorporate fuzzy logic and 

decision tree in cost estimation models improve greatly the accuracy 

of produced estimates. The results are compared with those produced 

by the fuzzy version of ID3 decision tree. 
 

Keywords—Decision Tree, Effort Estimation, Fuzzy Logic, 

Fuzzy ID3, Fuzzy C5, Software project. 

I. INTRODUCTION 

REDICT the amounts of effort that will be required to 

develop system are crucial for a number of purposes. 

These include budgeting, tradeoff, risk analysis, project 

planning, project control and software improvement 

investment analysis. However, produce an accurate estimate of 

software development costs at the beginning of the project life 

cycle is a very complex task. Molokken and Jorgensen report 

that software projects expend between thirty percent and forty 

percent more effort than is estimated [17]. Improving the 

estimation accuracy and the techniques to produce better 

estimates continues to attract considerable research attention. 

In order to achieve accurate estimates and avoid the 

overestimates and the underestimates, several techniques have 

been developed and validated in the last few decades. The 

software cost estimation methods available including 

algorithmic methods, estimating by analogy, expert judgment 

method, price to win method, top-down method, and bottom-
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up method. The modeling technique used by many software 

cost estimation models is globally based on a mathematical 

function such as effort=α×sizeβ, where α represents a 

productivity coefficient, and β indicates the 

economies/diseconomies scale coefficient factor. However, 

other cost estimation models are based on computational 

intelligence techniques [16] [19] such as case based reasoning 

[30], decision trees [31], artificial neural networks [9] [30], 

fuzzy logic based models [18] [29] and decision trees.  

The decision tree method is widely used for inductive 

learning and has been demonstrating its superiority in terms of 

predictive accuracy in many fields [4] [23]. The most 

important benefits when using estimation by decision trees 

are: First, decision trees approach may be considered as 

“white boxes”, it is simple to understand and easy to explain 

its process to the users, contrary to other learning methods. 

Second, decision trees may be used to feature subset selection 

to exceed the problem of cost driver selection in software.  

In the real world, data are often imprecise or uncertain. To 

analyses and process such data, fuzzy decision trees have been 

proposed [1], [2], [5], [13], [14], [20] as a combination of 

classical decision trees with fuzzy sets and fuzzy logic 

introduced by Zadeh [33]. The most important feature of fuzzy 

sets is value in the range of [1, 0] instead of {1, 0} [6], [21], 

[22]. The fuzzy logic can be used to provide a formal 

description of concepts representing data by linguistic values 

and fuzzy variables.  Fuzzy Logic is determined as a set of 

mathematical principles for knowledge representation based 

on degrees of membership rather than on crisp membership of 

classical binary logic. 

Several attempts have been made to revitalize some of the 

existing models, by introducing fuzzy logic, in order to handle 

imprecision and uncertainties in software cost estimation field. 

The first work which appears the theory of fuzzy sets in 

decision trees is attributed to Chang and Palvlidis in 1977 

[27], which defined a binary tree using a branch-bound-

backtrack algorithm, but limited instruction on fuzzy decision 

tree construction. In 1980, Adamo proposed to extend the 

method to decision trees where the data involved appear as 

words belonging to the common language whose semantics 

representations are fuzzy sets [1]. The proposed fuzzy decision 

trees have been achieved through the modification of the ID3 

algorithm. Pedrycz et al. [13] investigate a fuzzy set approach 

to estimate software project efforts. They propose an 

augmentation of the well-known class of COCOMO cost 

estimation models by admitting a granular form of the 

Fuzzy model for an early estimation of software 
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estimates of the variables used there and found that the 

concept of information granularity and fuzzy sets, in 

particular, plays an important role in making software cost 

estimation models more users friendly. Idri et al. [7] studied 

the application of fuzzy logic to the cost drivers of the 

COCOMO’81 model, specifically its intermediate version. 

Each cost driver in the intermediate COCOMO’81 model is 

measured using a rating scale of six linguistic values. The 

proposed model tolerates imprecision in inputs and generates 

more gradual outputs that is less sensitive to the changes in the 

inputs. An approach using fuzzy logic was also proposed by 

Idri et al. [6] to handle projects attributes described by 

categorical variables instead of numerical variables.  

We are concerned, in our researches, with fuzzy decision 

trees models that allow exploiting the tolerance for 

imprecision, uncertainty and approximate reasoning offered by 

the fuzzy logic theory. Experiments [3] have shown that 

combining fuzzy logic and the decision tree models providing 

more realistic estimates for software development effort. In an 

earlier work [4] we have empirically studied the use of fuzzy 

ID3 decision tree technique for software cost estimation based 

on ISBSG dataset. The impact of thresholds and especially the 

fuzziness control threshold that controlling the growth of the 

tree, on the accuracy of fuzzy ID3 was investigated.  

In the present paper we are concerned with studying the 

fuzzy C5 decision tree model for software cost estimation and 

the impact of the pruning confidence factor on the accuracy of 

fuzzy C5 decision tree estimates.  An overview on the use of 

fuzzy decision trees in software cost estimation is also given.  

This paper is organized as follows: In Section 2, we briefly 

describe the fuzzy C5 decision tree and we also show how a 

fuzzy C5 decision tree can be used to estimate software 

development effort. In Section 3, we present the description of 

dataset used to perform our empirical studies and we also 

describe the data pre-processing carried out in our case study. 

Section 4 focuses on the experimental design and the 

evaluation criteria adopted to measure the predictive accuracy 

of the model. In section 5, we discuss the results obtained 

when the fuzzy C5 decision tree is used to estimate software 

development effort. In section 6, we provide a comparison of 

the estimation results produced by means of the fuzzy C5 

model and the fuzzy ID3 model.  

II. FUZZY DECISION TREE FOR SOFTWARE COST ESTIMATION 

Decision tree based methods are widely used in data mining 

and decision support applications. Decision tree is fast and 

easy to use for rule generation and classification problems, 

moreover it is an excellent representation tool of decisions. 

The popularity of decision tree is based on the algorithm ID3 

by Quinlan [14]. The most widely used algorithms for 

building decision trees are ID3 [14], C4.5 [15] and CART [1]. 

These algorithms generate a tree structure through recursively 

partitioning the feature space until the whole decision space is 

completely partitioned into a set of non-overlapping 

subspaces. The selection of features for the partitioning 

process is another important characteristic of decision trees 

because only relevant features are selected, improving the time 

taken to classify new examples as well as the interpretability 

of the model. This type of feature selection is usually known 

as embedded. Overfitting can be avoided by a stopping 

criterion that prevents some sets of training examples from 

being subdivided, or by removing some of the structure of the 

decision tree. 
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Fig. 1 An example of a sample decision tree 

 

Decision tree is a classifier in the form of a tree structure, 

where each node is either a leaf node that indicates the value 

of the target attribute (class) of examples, or a decision 

node that specifies some test to be carried out on a single 

attribute-value, with one branch and sub-tree for each possible 

outcome of the test. 

More specifically, decision trees classify instances by 

sorting them down the tree from the root node to some leaf 

node, which provides the classification of the instance. Each 

node in the tree specifies a test of some attribute of the 

instance, and each branch descending from that node 

corresponds to one of the possible values for this attribute. 

A decision tree can be used to classify an example by 

starting at the root of the tree and moving through it until a 

leaf node, which provides the classification of the instance. 

Decision tree for software cost estimation is formed of one 

root node, which is the tree top, and a series of other nodes. 

Each node corresponds to a split on the values of one input 

variable represented by a cost driver and the terminal nodes 

(or leaves) are represented by the work effort.  

C5.0 [16] is an extension of the C4.5 algorithm designed by 

Ross Quinlan. Quinlan has created C5.0 and See5 (See5 for 

Windows and C5.0 for Unix/Linux) to give a number of 

improvements that were not supported by C4.5. In general, 

C5.0 builds smaller decision trees than C4.5, supports 

boosting, uses less memory while being more accurate and is 

significantly faster than C4.5.  

Fuzzy C5 decision tree is based on a fuzzy implementation 
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of the C5.0 algorithm. The major characteristic of fuzzy C5 is 

that support fuzzy thresholds; each example belongs to a node 

to a certain degree. For example, the attribute “FP” (Function 

point) in a crisp decision tree two branches associated with it, 

one for FP < TH and another for FP > TH for some threshold 

TH. When the value of FP is near TH, small changes in the 

value can generate quite different classifications. With fuzzy 

thresholds, both branches of the tree are investigated if the 

value of FP is close to TH; the results are then combined to 

give a classification that change more slowly with the value of 

FP.  

Fuzzy C5 decision tree algorithm builds decision trees from 

a set of training data based on information gain heuristic and 

entropy measures to decide on the importance of the features. 

However, the features are all defined in terms of fuzzy sets 

before the induction of the tree. The main steps of the 

induction process of the fuzzy C5 tree are: 

1. Define the fuzzy representation of the training set 

attributes 

2. Calculate the entropy and information gain of each 

attribute to split the training set and generate rules 

until all attribute are used or all training examples are 

classified; 

3. Once the tree is induced, prune it using a defined 

confidence limit to estimate the real error (25% is the 

default value). 

Regarding the pruning process, C5 employs post-pruning, 

the pruning takes place after the tree is completely induced. 

The pruning process basically assesses the error rates of the 

tree and its components directly on the set of training 

examples.  

To understand the process of pruning, assume T training 

cases are covered by a leaf, E of them incorrectly. This way, 

the error rate for this leaf is E/T. If we take this set of T 

training cases as a sample, it can tell us something about the 

probability of error over the entire population of examples 

covered by this leaf. This probability cannot be determined 

exactly, but it has a probability distribution that is usually 

summarized by a pair of confidence limits. For a given 

confidence factor level CF, the upper limit on this probability 

can be found from the confidence limits for the binomial 

distribution; this upper limit is here written as UCF(E, T), and 

since its upper and lower limits are symmetrical, the 

probability that the real error rate exceeds UCF(E, T) is CF/2. 

As pointed out by Quinlan, although one might argue that this 

heuristic is questionable, it frequently yields acceptable results 

[12]. The default confidence limits used by C5 is 25%. It is 

important to notice that the smaller the confidence limit, the 

higher the chances of pruning, and the higher the confidence 

limit, the smaller the chances of pruning. 

The fuzzy decision tree generation process consists on the 

decomposition of selected attributes into fuzzy sets, building 

of the fuzzy decision tree from the ISBSG dataset and measure 

of the estimates accuracy generated by the fuzzy C5 decision 

tree using the actual effort and the estimated effort.  Where 

actual effort represents real effort derived from historical data 

on software projects already have been finished and estimated 

effort represents the estimated value of project effort by using 

our model based on fuzzy C5 decision tree. 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

Fig. 2 Fuzzy C5 decision tree generation process 

III. DATA PRE-PROCESSING 

We evaluated our approach on the ISBSG (International 

Software Benchmarking Standards Group) data repository. 

The ISBSG repository (release 8) consists of 2027 projects 

collected from twenty countries around the world. Major 

contributors are Australia (21%), Japan (20%) and the United 

States (18%). 

The reduction of dimensionality in ISBSG dataset is 

primordial to operate faster and improve classification 

accuracy. This section describes the preprocessing carried out 

on the ISBSG dataset. To do so, we performed data 

transformation and data selection. 

A. Data transformation 

Data transformation enables algorithms to be applied 

without difficulty and improves their performance and their 

effectiveness. Data transformation operations contribute to get 

the required information from incomplete, noisy and 

incoherent set of data. We have chosen in this study to applied 

two data transformation operations: Handle missing values 

and data normalization.  

1) Missing Data 

Missing Data is the common problem that comes up 

through the data preparation stage. There are many approaches 
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to deal with missing values, for instance: Avoid Missing data 

and Data Imputation.  

The first approach generally lost too much useful 

information. In this study, the second method is chosen to 

handle missing values.  

Imputation methods use information available in the dataset 

to predict missing values. These methods may be grouped into 

two categories: single and multiple imputation methods [20]. 

In single imputation methods, the missing value is replaced 

with one imputed value, and in multiple imputation methods, 

several values are used.  

To handle missing data in ISBSG dataset, the Mean or 

Mode Single Imputation (MMSI) method is used. For 

continuous attributes, MMSI method substitutes the missing 

value with the mean. For nominal attributes, MMSI method 

substitutes the missing value with the mode (the value that is 

repeated more often than any other). For example, for the 

language type attribute, the dominant value in the dataset is 

3GL (67%). So, in the case of language type attribute, the 

missing values are replaced by 3GL. 

2) Normalizations 

Due to the nature of software attributes, some of continuous 

features show a larger range of values than others which may 

make the effect of this feature too important or easily 

neglected. The solution is to scale continuous features into the 

same range. To achieve this, all continuous features are 

normalized applying the min max normalization formula as 

show in eq. (1) such that all numeric variables are scaled in the 

range [0, 1]. 

( ) min( ( ))
( )

max( ( )) min( ( ))

i
i

x k x k
x k

x k x k





                                      (1) 

B. Data Selection 

To increase the efficiency of prediction accuracy by FDT 

we have to apply some data selection techniques to obtain a 

reduced representation of the data set that is much smaller in 

volume, yet closely maintains the integrity of the original data. 

In this study, two operations in data reduction are used: 

Feature Selection and Case Selection. 

1) Feature Selection 

The aim is to identify the features that have the highest 

potential to provide good effort estimates. A function point is 

used as a measure of software size and was chosen in this 

study, firstly. The second variable is team size that is a 

potential cost factor. Thirdly, development platform was 

chosen, where each project is classified as either, a PC, Mid-

Range or Main Frame. Other important criterion for selecting 

projects is user base. User base enclose 3 criteria: the first one 

is the number of business units that the system services, the 

second one is the number of physical locations being serviced 

by the system and the last one is the number of users using the 

system concurrently. Finally, the project effort is used as the 

dependent feature that provides the total effort for all phases 

of the project development life cycle.  

Seven criteria are chosen in estimation data set, these 

criteria are also suggested by ISBSG. Table I includes the 

project metrics that have been used in this study. 

Table I.  Project metrics used 
 

Metric Definition 

Function 

Points  

adjusted function point count number 

Max Team 

Size 

maximum number of people on the 

project 

User Base - 

Business Units 

number of business units that the 

system services 

User Base - 

Locations 

number of physical locations being 

serviced by the system 

User Base - 

Concurrent 

Users 

number of users using the system 

concurrently 

Development 

Platform 

primary platform (PC, Mid-Range or 

Mainframe) 

Normalized 

Work Effort 

total effort in hours recorded against 

the project for all phases of the 

development life cycle 

2) Case Selection 

In order to obtain a reduced data set, some projects had to 

be excluded. The raw data was filtered by several criteria. 

Four filtering criteria are used in this study: 

 Data Quality Rating 

 Resource Levels  

 Rating for Unadjusted Function Points 

 Development Type  

a) Data Quality Rating  

We have to ensure that the model is built on the basis of a 

reliable data set. According to ISBSG, only projects with data 

quality ratings A or B were included. Projects rated C and D 

offer valuable data, but uncertainty about some of their size or 

effort values. Hence, projects whose quality ratings are C and 

D were not included in the estimation data set. 

b) Resource Levels  

Four resource levels are identified in the ISBSG data 

collection instrument: 

 1 = development team effort  

 2 = development team support  

 3 = computer operations involvement 

 4 = end users or clients  

Generally, the cost estimation models take into account only 

development team effort and support (resource level 1 and 

resource level 2) rather than considering the other costs like 

computer operations involvement and effort expended by end 

user (resource level 3 and resource level 4).  

Therefore, only projects recorded at the first resource level 

or at the second resource level were considered. So, the work 

effort for the development team and support is included in the 
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work effort number. Projects with level 3 or level 4 were 

discarded. The goal is to make the results as generalizable as 

possible. 

c) Rating for Unadjusted Function Points 

Rating for Unadjusted Function Points (UFP) is an ISBSG 

rating code applied to the unadjusted FP data by the ISBSG 

quality reviewer to measure the UFP integrity. Projects of 

UFP A or B are included in the subset. Projects whose UFP 

ratings are C and D were left. 

d) Development Type  

Development type is the final criterion on which we based 

our investigation. This measure describes whether the 

development is a new development, enhancement or 

redevelopment. Only the new development projects are 

considered in our study. 

Table II.  The criteria used to reduce the dataset 

Criteria Selected Data Discarded Data 

Development 

Type 

New 

Development 

Enhancement and 

Redevelopment 

UFP A or B C and D 

Resource Levels 1 or 2 3 and 4 

Data Quality 

Rating 

A or B C and D 

 

The original ISBSG data set was reduced as follows: 

 Remove projects if they were not assigned a high 

data quality rating (A or B) by ISBSG. 

 Remove projects with resource levels different 

from 1 or 2 (development team effort and 

development team support only). 

 Remove projects if their rating for unadjusted 

function points different from A or B. 

 Remove projects with development type 

enhancement or redevelopment and keep only new 

developments projects. 

IV. EXPERIMENT DESIGN 

This section describes the experiment design of the fuzzy 

C5 decision tree. Fuzzy C5 algorithm was applied for the 

induction of the decision trees using the latest release of See5 

on the ISBSG project data. Each ISBSG project is described 

by a set of attributes; the fuzzy partitions were automatically 

created for each attribute. The classification is determined as 

follows: If the attribute value in question is under lower bound 

or above upper bound, classification is determined using the 

single branch corresponding to the studied case. If the attribute 

value is between the lower and the upper bound, both branches 

of the tree are explored and the results combined 

probabilistically. 

A series of experiments is conducted and the MC that 

represents the number of minimum instances per node was 

held constant at 2. Fuzzy C5 model was evaluated with CF 

values ranging from 0.1 to 1 by an increment of 0.1.  

A. Model building 

Fuzzy C5 decision tree is a top–down and recursive 

decision inducer. It consists of two conceptual phases: 

growing and pruning. In each iteration, the algorithm 

considers the partition of the training set using the outcome of 

a fuzzy membership function of the input attributes. The 

selection of the most appropriate function is made according 

to the splitting measure. After the selection of an appropriate 

split, each node further subdivides the training set into smaller 

subsets, until no split gains sufficient splitting measure or a 

stopping criteria is satisfied. After the growing stage, decision 

tree is pruned by removing insignificant nodes using a pruning 

method. 

B. Splitting Criterion 

The algorithms that are used for building decision trees 

habitually work top-down by selecting a variable at each step 

that is the next best variable to use in splitting the data set. The 

best variable is defined by how well it splits the data set into 

homogeneous data subsets that have the same value of the 

target variable. Different algorithms use different formulae for 

splitting the data set.  

Fuzzy C5.0 builds decision trees from a set of training data 

using the information gain based on the concept of entropy. At 

each node of the tree, fuzzy C5.0 chooses the attribute of the 

data that most successfully splits the data set into subsets 

improved in one class or the other. The splitting criterion is 

the normalized information gain (gain ratio). The attribute 

with the highest gain ratio is chosen to make the decision. The 

gain ratio is defined as follows: 

 

         (    )  
                     

             
             (2) 

 

where S is the training data and                 is the 

input attribute. 

C.  Stopping Criterion 

Fuzzy C5 growing phase continues until a stopping criterion 

is activated. The following conditions are common stopping 

rules: 

1. All instances in the training set belong to a single 

value. 

2. The maximum tree depth has been reached. 

3. The best splitting criteria is not greater than a certain 

threshold. 

4. If the node were split, the number of cases in one or 

more child nodes would be less than the minimum 

number of cases for child nodes. 

5. The number of cases in the terminal node is less than 

the minimum number of cases for parent nodes. 

Fuzzy C5 algorithm used the last condition as stopping 

criterion; The Minimum cases parameter that constrains the 

degree to which the decision tree can grow up.  Throughout 

the induction of the decision tree, the dataset is divided on the 

attributes that provide the most information gain.  When a split 

is made generating a child leaf that represents less than a 

minimum number of examples from the dataset, the parent 
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node and its children are replaced by a single node. 

D. Pruning Method 

Using tightly stopping criteria tends to create small and 

under–fitted decision trees. On the other hand, using loosely 

stopping criteria tends to generate large decision trees that are 

over–fitted to the training data. Pruning methods were 

developed for resolving this problem. In the present study, a 

loosely stopping criterion is used, allowing the decision tree to 

overfit the training data. Then the over-fitted tree is reduced 

into a smaller tree by removing sub–branches that are not 

contributing to the generalization accuracy.  

The pruning method used in C5.0 is the Error-Based 

pruning. The degree of pruning is controlled by the confidence 

factor parameter CF.  This parameter affects the way that error 

rates are calculated during the post-pruning stage. The higher 

the CF, the more likely the current error rate is accepted and 

no pruning will be done. 

Working from the bottom up, the post-pruning requires a 

fully induced decision tree and attempts to remove 

insignificant nodes by calculating the error rate for each child 

node, and then to derive the total error of the parent node. 

E. Evaluation criteria 

To measure the accuracy of the estimates generated by the 

fuzzy C5, we employ two statistics that are often used to 

measure the accuracy of predictive models: the mean 

magnitude relative error (MMRE) and the number of 

predictions within 25% of the actuals (pred(25)). 

The magnitude of relative error (MRE) is defined as 

follows: 

 

actual estimated

actual

Effort Effort
MRE

Effort


                                (2)  

 

where 
actualEffort  is the actual effort of a project in the 

dataset, and 
estimatedEffort is the estimated effort that was 

obtained using a model or a technique. 

The MRE values are calculated for each project in the 

datasets, while mean magnitude of relative error (MMRE) 

computes the average over N projects. 

 

, ,

1 ,

1
100

N
actual i estimated i

i actual i

Effort Effort
MMRE

N Effort


                    (3) 

 

The acceptable target values for MMRE are        . 

This indicates that on the average, the accuracy of the 

established estimation model would be less than 25%. 

Another widely used criterion is the prediction Pred(p) 

which represents the percentage of MRE that is less than or 

equal to the value p among all projects. This measure is often 

used in the literature and is the proportion of the projects for a 

given level accuracy [19]. The definition of Pred(p) is given as 

follows: 

( )
k

Pred p
N

                                        (4) 

 

Where N is the total number of observations and k is the 

number of observations whose MRE is less or equal to p. A 

common value for p is 25, which also used in the present 

study. The prediction at 25%, Pred(25), represents the 

percentage of projects whose MRE is less or equal to 25%. 

The acceptable values for Pred(25) are Pr (25) 75ed  . 

This indicator reveals what proportion of estimates is within 

a tolerance of 25%. Pred(p) is clearly insensitive to the degree 

of inaccuracy of estimates outside the specified  tolerance 

level. For example, a pred(25) indicator will not distinguish 

between a prediction system for which predictions deviate by 

27% and one for which predictions deviate by 270%. 

V. OVERVIEW OF THE EXPERIMENTAL RESULTS 

This section presents and discusses the results obtained 

when applying the fuzzy C5 decision tree to the ISBSG 

dataset. We conducted several experiments using several 

values for the pruning confidence factor. The aim is to find the 

most appropriate configuration that improves the estimates.  

The results for the different configurations have been 

reported.  Figure 2, 3 and 4 show the tree size and the 

accuracy of the generated fuzzy C5 decision trees, measured 

in terms of MMRE and Pred(25), on ISBSG dataset.  

Table III.  Fuzzy C5 model results 

CF Size MMRE PRED 

0.1 37 15 83,12 

0.2 49 5 94,8 

0.3 49 5 94,8 

0.4 52 1,56 97,4 

0.5 54 0,45 98,7 

0.6 54 0,45 98,7 

0.7 57 0 100 

0.8 57 0 100 

0.9 57 0 100 

 

Figure 4 compares the accuracy of the model, in terms of 

MMRE, when varying the pruning CF. When setting the 

pruning CF at 0.2 the model produces a prediction error equal 

to 5 (MMRE=5) and when setting the pruning CF at 0.4 the 

model produces a prediction error equal to 1.56 (MMRE = 

1.56). We note that the performance of fuzzy C5 model 

increased as the pruning confidence factor increased. 

Figure 5 shows the results of the model, in terms of 

Pred(25), when varying the pruning CF. From this figure, we 

note that the accuracy of fuzzy C5 model performs much 

better when increasing the pruning CF. For example, when 

setting the pruning CF at 0.1 the number of predictions within 

25% of the actuals is equal to 83.12 (pred(25)= 83.12) and 
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when setting the pruning CF at 0.5 the number of predictions 

within 25% of the actuals equal to 98.7 (pred(25) = 98.7). The 

results obtained using different configurations of fuzzy C5 for 

ISBSG dataset shows that lowering the pruning confidence 

factor is useful for reducing the tree size, and also helps in 

filtering out inappropriate nodes that would otherwise lead to 

classification errors. 
 

 
Fig. 3 Fuzzy C5 tree size  

 

 
Fig. 4 Estimation accuracy on fuzzy C5 decision tree in term of 

MMRE 

 

 
Fig. 5 Estimation accuracy on fuzzy C5 decision tree in term of 

Pred(25) 

VI. COMPARISON RESULTS  

In an earlier work [1] we have studied the use of fuzzy ID3 

decision tree for software cost estimation on ISBSG dataset.  

The fuzzy ID3 models are grown using different values for the 

fuzziness control threshold that permit controlling the growth 

of the generated fuzzy trees. The fuzziness control threshold 

verifies if the ratio of membership of a class at tree node is 

higher than a given threshold. The value for the fuzziness 

control threshold was varied between 0.1 and 0.9. 

A comparison, in terms of MMRE and Pred(25), between 

fuzzy ID3 model results and the results produced by the fuzzy 

C5 model has been investigated.  

Figures 5 and 6 show the estimation accuracy, in term of 

Pred(25), generated respectively by fuzzy C5 and fuzzy ID3 

models. Figures 4 and 7 show the estimations accuracy in term 

of MMRE generated respectively by fuzzy C5 and fuzzy ID3 

models. Comparing the two models results, cost estimates 

produced by the fuzzy C5 model are all acceptable even if 

varying the pruning confidence factor value. However, the 

fuzzy ID3 model produces acceptable cost estimates when 

decreasing the fuzziness control threshold under 0.5. In 

general, the fuzzy C5 model shows better estimation accuracy 

than the fuzzy ID3 model in terms of MMRE and Pred(25).  

The fuzzy C5 model performs much better when increasing 

the pruning confidence factor value while the fuzzy ID3 model 

performs much better when decreasing the fuzziness control 

threshold value. We can explain this divergence by the facts 

follows: 

 A lower fuzziness control threshold value produces a 

larger tree and the classification accuracy will be 

higher,  

 A lower pruning confidence factor value reduces the 

generated tree while the classification accuracy will 

be lower. 

 

 
Fig. 6 Estimation accuracy on fuzzy ID3 decision tree in term of 

Pred(25) 
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Fig. 7 Estimation accuracy on fuzzy ID3 decision tree in term of 

MMRE 

VII. CONCLUSION 

A conclusion section is not required. Although a conclusion 

may review the main points of the paper, do not replicate the 

abstract as the conclusion. A conclusion might elaborate on 

the importance of the work or suggest applications and 

extensions.  

In this paper, we have studied the impact of the pruning 

confidence factor of on the accuracy of the fuzzy C5 decision 

tree model for software cost estimation. We have conducted 

several experiments using different values for the pruning 

confidence factor to fix the most appropriate configuration 

that generate the optimal model and improves the estimates. 

We have evaluated our model on the ISBSG data repository.  

The mean magnitude relative error (MMRE) and the 

number of predictions within 25% of the actuals (pred(25)) 

have been used to measure the accuracy of the estimates 

generated by the fuzzy C5 model. These indicators are often 

used to measure the accuracy of predictive models 

The results show that combining fuzzy logic and the 

decision tree improves greatly the accuracy of estimates. The 

experiments show the superiority of models cost estimation 

software development based on fuzzy decision trees. In our 

testing, we found that proper utilization of pruning confidence 

factor and of fuzziness control threshold has shown an 

increase of estimation accuracy. Therefore, several values for 

the models parameters must be evaluated when building fuzzy 

decision trees for software cost estimation to fix the most 

appropriate value for the study dataset.  
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