
 

 

 
Abstract—The performance of Continuous Punjabi language 

with different transcription variants is analyzed. The Performance of 
Automatic Speech Recognition system is much affected by the 
variations in terms of word error rate.  The effect of training of 
acoustic model through canonical lexicon and lexicon with variants 
on the speech recognition system evaluated. The performance of the 
system with both training sets was investigated, and results were 
compared. Both monophone and triphone models of Speech 
Recognition were used to analyze the performance of the system. 
The language used for Automatic Speech Recognition System is the 
Punjabi language. The Continuous Punjabi language is chosen for the 
recognition system. 
 

Keywords— Automatic speech recognition system, Canonical 
lexicon, Continuous Punjabi language, Word error rate.  

I. INTRODUCTION 

he main challenges with Automatic Speech Recognition 
system are the variation in the speaking styles. To deal 
with the variations in speaking styles, the variability in 

pronunciation must be handled with care. This paper shows 
the effects of including pronunciation variants for Punjabi 
language recognition. 
The pronunciation modeling is to find out that at a lexical 
level, which variation was best modeled and which can be 
handled in a better way by the acoustic models as described by 
[1]. The variations in the segment of speech can be treated by 
the acoustic models using adaptation or training on the target 
speech. Some changes, i.e., insertions, deletions and dialects, 
and speaking styles, may be better taken into account more 
properly at the lexical level. Lexical modeling can handle 
much larger contexts as compared to acoustic modeling, 
allowing modeling of syllables and whole words or phrases 
[2]. But permitting much pronunciation variants in the lexicon 
may increase the probability of error. 
A self-made lexicon will generally perform well as compared 
to the standard lexica in the recognition system, as discussed 
in The Linguistic Data Consortium, The Wall Street Journal 
speech database (2007) [3]. However, the availability of a 
handcrafted lexicon is costly and not much feasible. For the 
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Punjabi language available handcrafted resources are very 
limited [4]. 
The evaluation of the use of pronunciation in variants both in 
the training of the acoustic models and in testing for the 
different speaking styles is done so that we can compare two 
models, the acoustic modeling and the lexical modeling of the 
variations. 
Two methods do the training of acoustic models: 

1. ‘Canonical Modelling’ is done by training using 
transcriptions based on a canonical lexicon 

2. ‘Variant Modelling’ training is done using 
transcriptions based on a lexicon with variants 

The first method will model all the variation using the 
acoustic models. And the second method will have low 
variations in the acoustic models, leaving more to lexical 
modeling. Monophonic and triphone models trained, i.e., 
context-independent, and context-dependent models 
trained. 
Acoustic model adaptation is the way to handle variation 
that depends on speaking style using seed models which fit 
the speaking styles differently. The acoustic model 
adaptation is also dependent on the amount of available 
data.  

Kessens, J.M. shows that in lexical task adaptation, the 
pronunciation probabilities improve the performance many 
times [1]. One way to perform a forced alignment on a 
development set and to estimate the probability by frequency 
counts as implemented [5]. 

 
II. DATABASE PREPARATION 

 

The audio database of Continuous Punjabi language made. 
The audio data recorded of hundred numbers of speakers out 
of which sixty speakers were male speakers and forty speakers 
were female speakers.  The Malwai dialect of Punjabi 
language selected as the major regions of Punjab speaks 
malwai dialects only. The speakers selected mainly from 
Ludhiana and Hoshiarpur region of Punjab. 

  
The audio recording was done on index mike. The mike 

kept at a distance of 2-3 mm from the speaker's mouth. Total 
of 100-hour audio data recording made on wave analyzer. The 
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wave analyzer tool used for processing the speech signal. The 
background noise was removed using the software. The 
speech signal segmented for a speech recognition system. The 
segmented speech signal used for training and testing of the 
Automatic Speech Recognition system. 

 
III. METHODOLOGY 

In this paper, the training of a speech recognizer is done 
using the Kaldi toolkit. The MFCC and PLP feature 
extraction techniques used with HMM classification in 
Kaldi toolkit by Povey, D [6]. 
 

 
Fig 1. Mel-frequency scaled filterbank. The figure shows the amplitude 
response of the 23 filters of a Mel-scaled filterbank ranging from 0 to 8000 
Hz. 

 
The STFT is the fundamental section of speech analysis, 
but generally, DNNs do not act as input the spectrum 
directly. They use typically more compact features 
obtained as a result of STFT. With some modifications 
giving rise to the Mel frequency cepstral 
coefficients(MFCC), with specific focus to the influence of 
these transformations in the time-frequency resolution. The 
Mel Scale is shown in Fig. 1. 
Deep neural networks (DNN) are machine learning tools with 
permit learning of complex non-linear multidimensional 
functions of a given input to reduced an error cost. A 
graphical example of a standard deep neural network is 
presented in Fig 2. 
 

 
 
Fig 2. Deep Neural Network (DNN). A graphical representation of a 
standard feedforward DNN architecture. It is fed with an input vector x of 
dimension D which is transformed by the hidden layers hj (composed of Nj 

hidden units) according to an activation function g and the parameters of 
the DNN (weight matrices W and bias vectors b) 

 
 
 

As a result, a feedforward DNN used to perform a 
classification task might have the general structure. The 
structure is having; an input layer, fed with some input 
vectors representing the data; two or more hidden layers, 
with a transformation applied to the output of the previous 
layer, obtaining a higher level representation as we move 
away from the input layer; and an output layer, which 
computes the output of the DNN. 
 The HTK toolkit is also used for the speech recognition 
system for recognition by Woodland, P.C. and Steve 
Young [7], [8]. 
 
Kaldi toolkit is an open-source toolkit which is used for 
speech recognition and is written in C++ language. The 
advantage of Kaldi toolkit based speech recognition 
system is a fast real-time recognition described by D. 
Povey [6].  
For training acoustic models using pronunciation variants, 
these variants were used to re-transcribe the training data 
with forced alignment. The most common scheme is to 
transcribe the training set first using monophone models 
and then use that transcription for the remaining of the 
training. 
The pronunciation variants retranscribed the data with 
every increase of the number of Gaussians in the 
observation probability mixture. With every level of 
mixture components, we used Baum-Welch reestimation 
for iterations using the transcription from the previous 
level. Then the reiterated models have used to transcribe 
the data. The two different retranscription schemes were 
performed both for the monophone and triphone models. 
For the canonically trained Hidden Markov Models, we 
performed four iterations for each level of mixture 
components for monophone and triphone models both as 
analyzed [10]. 
 

Retranscribing for each mixture update gave larger log 
likelihood data after each iteration compared to transcribing 
once. The difference in two was not much, which could be the 
result of the more iterations used in training. The results of 
recognition showed a less increase in performance for most 
conditions. The differences between the two schemes were 
statistically not significant. The results shown in the paper 
were derived using models with updated retranscription [11] .  

 
IV. EXPERIMENTAL RESULTS 

The monophone models result in some improvements using 
lexical variants in the test, as shown in Figure 1. The use of 
variants in training and not in test shows much  
deterioration as compared to having variants in both 
training and testing for all speaking styles. For the triphone 
models improvement seen using variants is not as uniform 
as seen in Fig 3.  
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 Fig 3: Relative WER improvement from canonical 
pronunciations in both training and test using monophonic 
 
It is seen that there was a significant difference by using 
variants in training, but not in the test with all speech types 
and compared to other conditions. 
Figure 3 shows the triphone model as compared to using 
canonical pronunciations in both training and testing as 
well as the variants in both training and testing condition. 
There is deterioration in performance for variants in 
acoustic model training and not in the testing lexicon. 
The improvement from context-independent to context-
dependent modeling gave a significant difference. There 
was no significant change for the canonical setup, and for 
the variant setup, there was a significant deterioration. The 
deterioration in the performance of the triphones model 
was worse than the canonical triphones models.  

     
Fig 4: Relative WER improvement from canonical 
pronunciations in both training and test using triphones 

 

 Fig 5. Relative WER deterioration from the matched 
conditions to the mismatch condition using triphones 

 

The research shows similar results with other languages 
also and improving the recognition performance should be 
possible by careful selection of which pronunciation 
variants should be included [5]. To incorporate speaking 
style dependent lexical adaptation set is used by which 
pronunciation probabilities derived from forced alignment. 
The observation of an experiment is the increase in system 
performance by taking care of pronunciation variants for 
speaking styles when using context-independent models. 
The increased modeling capacity of context-dependent 
models could handle the observed variation. We observed 
that the errors differed: About 20% of the errors were 
different when using variants compared to using only 
canonical pronunciations 
The use of context-dependent models provides gain for all 
speaking styles besides non-native speech. The 
observations are the same as cited in a research paper by 
Van Compernolle [12]. Triphones trained in native speech 
are not suitable for modeling non-native speech. 
The pronunciation variation modeling is a significant 
feature for the improvement of the performance of ASR 
systems. Holter, T. and Svedsen, T. (1999) give data-driven 
variant generation and lexicon optimization using an 
objective criterion is one such technique [13]. 

V. CONCLUSIONS 

The improvements were observed for context-independent 
models where speaking styles shows much improvement. 
For the context-dependent models, the variants used for the 
speaking style of the acoustic model training set. For non-
native speech, we saw not much improvement from 
context-independent to context-dependent modeling. 
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The probability of error rates was similar for the variant 
setup compared to the canonical setup, but there is a 
difference in errors. This shows that there is a selection 
potential in variants. 
Two main concerns are important in pronunciation modeling: 
1) speaker pronunciations, and 2) how to assess variations in 
pronunciation. To assess variants pronunciation, we require 
representative data. Various Methods based on rules of 
pronunciation rather than of directly on variants can 
generalize to pronunciations not present in the training data 
and will make it possible to assess these unseen pronunciation 
variants 
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