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Abstract: In the present research we study the codebook generation problem of vector quantization,
using two different techniques of Genetic Algorithm (GA). We used the Simple GA (SGA) method and
Ordain GA (OGA) method in vector quantization. SGA with roulette and tournament selection with
elitist approach is used in the experiments. The OGA is based on the pair wise nearest neighbor method
(PNN). Both these approaches were fine tuned by the inclusion of GLA. The two methods are used
and compared with respect to quality of compressed image, rate of distortion and time cost. In our
experiments we used images of Lena and Bridge. While using OGA we got better values of PSNR
(34.5), (32.1) with less distorted image as compared to the SGA with (29.7), (29.2) PSNR values for
both Lena and Bridge respectively. Although in OGA the time performance is inferior, it is thrice more
time-consuming.
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1 Introduction

Image compression has been an important re-
search topic for many years. There are many
kinds of compression techniques. Lots of research
literature is available which explains the impor-
tance and techniques of Image compression. Re-
cently this field has gained an immense attention
of scientists and researchers[1].

In 1980, Linde, Buzo, and Gray proposed
a VQ design algorithm based on a training se-
quence. The use of a training sequence bypasses
the need for multi-dimensional integration. A VQ
that is designed using this algorithm are referred
to in the literature as Generalized Lloyd Algo-
rithm (GLA)[2]. Recently Vector Quantization
is considered to be a most popular technique for
image Compression [3]. GA has been successfully
applied to codebook design for vector quantiza-
tion. It tries to solve the given problem of image
compression in an efficient way[4− 6].

GA began with the work of Friedburg in
the 1950’s who mutated small Fortran programs
to induce learning. John Holland reinvigorated
the field in the mid-1970’s by using bit strings
as its representation and using the reproduc-
tion, crossover, and mutation operators. In the

nineties, John Koza focused on improving the un-
derlying representation language being used[7].

The main objective of this study is to gener-
ate and compare the codebook for a vector quan-
tizer using SGA and OGA. The aim is to find a
M code vectors for a given set of N training vec-
tors using both the techniques. We than compare
the two methods of GAs that are SGA and OGA
on the vector quantization of images with respect
to quality of compressed image, rate of distortion
and time cost.

This paper is organized as follows section 1
is the introduction outlining the background and
purpose of this study. In section 2 Codebook gen-
eration along with the experimental strategies for
SGA and OGA are explained. Section 3 presents a
discussion on comparisons of SGA and OGA with
respect to the results. Finally the conclusion of
the research is given in Section 4.

2 Codebook generation using
Vector Quantization

We study the problem of generating a codebook
for a vector quantizer (VQ). The aim is to find
M code vectors (codebook) for a given set of N
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training vectors (training set).
An image is first converted into the set of

X = x1, x2, ..., xN of N training vectors in a K-
dimensional Euclidean space to find a codebook
C = c1, c2, ..., cM of M code vectors. The aim
is to minimize the average distance between the
training vectors and their representative code vec-
tors. The distance between two vectors is defined
by their squared Euclidean distance.

d2 =
N∑

i=1

||xi − cpi||2. (1)

The distortion of the codebook is then calculated
as

D(P,C) =
1
N

d2. (2)

For codebook generation, two optimizations
are essential, the first is the Partition optimiza-
tion and the second is the codebook centroid op-
timization.

The optimization of partition P is obtained
by placing each training vector xi to its nearest
code vector cj so as to minimize euclidian distance
(1) that in turn optimize (3) that can be given by

pi = arg min||xi − cj ||2. (3)

The optimization of the codebook C is ob-
tained by calculating the centroid of the clusters
cj as the code vectors

cj =
∑

pi=j xi∑
pi=j 1

, 1 ≤ j ≤ M (4)

that in turn optimizes (3).
Conventional PNN by Equitz [8] uses the hi-

erarchical approach of generating codebook. It
starts by considering each vector as a separate
code vector. Then it converge/merge the two vec-
tors whose distortion is minimum. This process
goes on till the desired size of the codebook is
achieved. The distortion of the merge is calcu-
lated as

da,b =
nanb

na + nb
.||ca − cb||2 (5)

where ca and cb are the merged code vectors,
na and nb are the size of the corresponding clus-
ters. The PNN approach is used in OGA.

Franti and Kaukoranta (1998) introduced a
faster method of PNN [6]. Their main idea is
to maintain the pointer of nearest neighbour to
avoid the calculation of the distance between the

two neighbours. After each merge the pointer ta-
ble is to be updated for the merged vectors only.
This in turn reduces computational time signifi-
cantly. The most cited and widely used method
is GLA [2]. It starts with an initial codebook,
which is iteratively improved until a local mini-
mum is reached. The result of the GLA is highly
dependent on the choice of the initial codebook.
Better results can be obtained by using an opti-
mization technique known as GA [7].

2.1 Simple GA

SGA starts with initial random selection of pop-
ulation. In our case the fitness function is calcu-
lated by calculating the distortion through (Eq.
2).

All the chromosomes are encoded into the bi-
nary strings and genes were selected for crossover
through various selection criteria in order to get
better results. Roulette selection, tournament se-
lection with elite gene and without elite is done.
In roulette selection the individuals are mapped
to contiguous segments of a line, such that each
individual’s segment is equal in size to its fitness.
A random number is generated and the individ-
ual whose segment spans the random number is
selected. The process is repeated until the desired
number of individuals are obtained.

In tournament selection 2 individuals are cho-
sen randomly from the population and the best
individual from this group is selected as parent.
This process is repeated till the number of re-
quired parents are reached.

As Elitism can rapidly increase the perfor-
mance of GA, and it prevents a loss of the best-
found solution so we first copies the best chromo-
some to the new population and then the rest of
the population is constructed again.

Mutation is performed as an exchange of two
genes on the result of crossed over genes and the
process again starts with the population selection
for T times. The probability for cross over is 60%
and for mutation it is 1% in our case. Fig. 1 shows
the flow diagram and the operators of SGA.

2.2 Ordain GA

A very basic and most important choice in the GA
is the way solution is represented, since the data
structure is determined through it. That in turn
are modified through crossover and mutation to
give optimal solution.

In 2000 Pasi Franti used the combination
of partition and the codebook together to over-
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Figure 1: Illustrating the Simple GA

come the computational inefficiency of recalculat-
ing Partition optimality P and Codebook opti-
mality C [5].

The selection method in both SGA and OGA
is based on the Darwin theory of ”survival of the
fittest”. In OGA, though selection is done in a
greedy way in which all possible pairs are permu-
tated. Than they are organized in an increasing
order by their distortion values. With elitist ap-
proach solution with least distortion are selected
and other are discarded.

In OGA the crossover method is different
from the SGA. In this method the two existing
solution in order are combined to form a new so-
lution. In addition to that, unnecessary computa-
tion is not wasted for a complete repartition but
the partitions of the parent solutions are utilized.

It starts by taking the union of the two ex-
isting solution (i.e. parents) in order, and than
merging them. The partition closer to the vector
(smaller in distance) is chosen. The new code-
book is updated using (4) in respect to the new
partition. In this way we get twice the size of
codebook (i.e. 2M instead of M).

The final size of the codebook is then obtained
using the PNN algorithm. The first step of the
PNN is to search for each code vector its nearest
neighbour that minimizes the merge cost accord-
ing to (5). After the merge, the pointers are up-
dated, and the process is repeated until the size
of the codebook is reduced to M .

In Mutations we randomly chose code vector
first, then we randomly chose training vector and
than we swap them. This method is denoted as
random swap. Its basic purpose is to discover
new search paths when the population becomes
too homogenous for the crossover to achieve sig-
nificant improvement anymore. Mutations if be-
comes vital, suggests that the crossover is not
well-defined and needed to be modified.

3 Results and Discussions

The problem of generating a codebook for a vec-
tor quantizer (VQ) is studied. For a given set
of N training vectors we find M code vectors. To
evaluate the difference between simple and ordain
GA, both algorithms were compared here for im-
age compression. They are both coded in Matlab
language and run on UNIX. We consider a set
X = x1, x2, ..., xN of N training vectors to find
a codebook C = c1, c2, ..., cM of M code vectors.
The distortion of the encoded picture is measured
by the peak-signal-to-noise ratio (PSNR).

PSNR = 10log10[
(2n − 1)2

1
M

∑M
i=1(xo − xi)2

] (6)

In order to perform comparative testing, num-
ber of generations was kept constant for all the
methods of GA.

3.1 Training Sets and Statistics

Two images, ”Lena” and ”Bridge” with resolution
256x256 pixels, 8 bits per pixel, are used here.
The images are divided into 4x4 blocks for train-
ing; the codebook size is M = 256.

Image Bits per pixel Number of Vectors
LENA 8 4096

BRIDGE 8 4096

Table 1: Training Sets and Statistics

Training Set Images are shown in Fig. 2

Figure 2: Lena, Bridge (256x256)

3.2 Computational Comparison Per-
formance for (PSNR)

The PSNR values are given in table 2. The results
show that the OGA performs better in terms of
PSNR over SGA. The fine tunning through GLA
has improved the PSNR values for both GA.

INTERNATIONAL JOURNAL OF COMPUTERS AND COMMUNICATIONS Issue 2, Volume 1, 2007

37



Image SGA
RW

SGA
T +
elite

SGA
+
GLA

OGA OGA
+
GLA

LENA 25.9 33.6 29.7 34.5 34.6
BRIDGE 26.0 31.5 29.2 32.1 32.1

Table 2: Comparison Performance (PSNR) of
Various Methods of GA

where RW stands for Roulette Wheel and T
stands for Tournament selection.

After we apply the series of experiments for
SGA and OGA we get the images in compressed
forms. The images Figures [3− 7].

Figure 3: GA with roulette: Lena, Bridge

Figure 4: GA with tournament+elite: Lena,
Bridge

Figure 5: GA with GLA: Lena, Bridge

Figure 6: Ordain GA: Lena, Bridge

Figure 7: Ordain GA with GLA: Lena, Bridge

3.3 Computational Comparison Per-
formance for Time

The time taken for both the algorithms were com-
pared. It is noted that simple GA consumes less
time as compared to ordain GA. It is also found
that inclusion of GLA does not effect the overall
time for both. The results are shown in table 3.

Image SGA
RW

SGA
T +
elite

OGA OGA
+
GLA

LENA 61:19 42:01 117:28 117:30
BRIDGE 61:01 42:01 118:00 118:00

Table 3: Comparison Performance (TIME) of
Various Methods of GA

3.4 Comparative Discussion

Results show that OGA gives high Peak signal
noise ratio value and less distortion as compared
to the SGA. This is because in OGA we are
considering all X vectors as the solution space.
Whereas in SGA we have randomly selected M
number of vectors from input vectors X as a sam-
ple and performing crossover and mutation among
these M number of vectors. The optimal solution
can be outside the sample space.

Time taken to compress the image in SGA
is less because it is computing between only M
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number of vectors while OGA is computing X
number of vectors (where M ¡ X).

After our experiments we found three main
differences in the results of SGA and OGA, which
are described in table 4.

1. SGA takes M
number of vectors
randomly from an in-
put space of X vec-
tors to get optimal
solution

1. OGA takes all the
X vectors from an in-
put space for finding
optimal solution

2. Values in the
vectors are selected
for crossover and
mutation in binary
strings.

2. Vectors as a whole
are crossed over and
mutated.

3. Computational
time decreases be-
cause it works on M
number of randomly
selected vectors from
input vectors X.

3. Computational
time increases be-
cause it works on X
number of input vec-
tors.

Table 4: Comparison Discussion

4 Conclusion

In this research, the problems of codebook de-
sign are studied and vector quantization with two
methods of GA is performed. These two GAs are
Simple Genetic Algorithm with the use of differ-
ent selection criteria and Ordain Genetic Algo-
rithm with the pairwise nearest neighbour, results
are also fine tuned for both the algorithms with
Generalized Lloyd algorithm. In order to compare
the results, experiments are performed under the
same environment and number of runs for every
algorithm is kept 100.

It is concluded from the results that Simple
GA needs shorter computational time than Or-
dain GA but ordain GA can generate a codebook
of high quality with the least distortion and more
PSNR value.
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