
 

 

 
Abstract— A data set composed by repeated speed measurements 
belonging to an on-road experiment was inquired into this study by 
using the regression tree and the ANOVA mixed model techniques. 
The on-road experiment consisted in the repetition of a driving test 
six times in six different days for a sample of 20 drivers on a rural 
road in the province of Bari, Italy. In order to explain the changes in 
the response variable speed, the drivers’ behavioral differences, the 
road geometry (in terms of sight distance) and the time (in terms of 
the six days of testing) were used as variables. All the three chosen 
variables are responsible for improvements in the tree growing and 
they have significant effects on speed according to the mixed one-
way ANOVA. Some considerations about the results of the two 
analyses were given in this paper, together with an analysis of the 
interactions between the variables based on them. In more detail, 
some interesting differences between the behavior of aggressive 
drivers and the behavior of prudent drivers were highlighted. 

 
Keywords— Driving Behavior, Mixed one-way ANOVA, On-

road Experiment, Regression Trees, Route Familiarity, Sight 
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I. INTRODUCTION 
riving behavior is universally accepted as a potential 
factor able to influence the occurrence of road accidents.  

However, driving behavior is not characterized by a 
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universally accepted theory, because of the various factors 
involved in the process [1]. For example, the zero-risk model 
[2], the risk homeostasis theory [3], the rule-based model [4], 
the risk allostasis theory [1] and/or the risk monitor model [5] 
could be taken into account.  

Speed choice is one of the main indicators of driver 
behavior and it is influenced in turn by many factors, among 
which risk perception is crucial [6]. The way in which users 
perceive accident risk while they are driving is a topic 
currently studied, a perplexing topic due to the lack of 
consensus about measuring risk and users’ risk misperceptions 
[7]. 

One influential feature in drivers’ behavior can be 
identified in their familiarity with a route, determined by their 
habit of driving on it. In fact, there is some research about the 
relationships between route familiarity and driving 
performance. Yanko and Spalek [8] e.g. carried out an 
experiment involving 20 drivers and a driving simulator. They 
found that route familiar users (users who had driven on the 
experimental route four times before the test) needed greater 
reaction times than route unfamiliar users (users who drove on 
the experimental route for the first time during the test) in 
order to respond to unexpected external stimuli simulated in 
the presented scenarios. The results obtained from the 
presented experiment are similar to what Martens and Fox [9] 
suggest about route familiarity: it can lead to a greater 
distraction while driving, probably because familiarity could 
increase the effect of “mind wandering”. Mind wandering 
occurs when the mind is occupied by thoughts not concerning 
the task being undertaken and so, responses to external stimuli 
are potentially slowed down. This interpretation is coherent 
with the MART theory presented by Young and Stanton [10], 
which assumes that driving performance varies as a function of 
mental workload and that in low demand conditions (normal 
driving tasks) attention capacity is reduced. However, those 
studies are based on driving simulator experiences. Instead, in 
this study, route familiarity was inquired by considering data 
belonging to an on-road study. The investigation of speed 
behavior based on a real world setting has the advantage of 
producing data with the greatest validity in comparison with 
those obtained in a simulated scenario (see e.g. [11]). 

The use of both regression tree and mixed 
ANOVA techniques in the interpretation of 
repeated speed measures belonging to an-on 
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In more detail, the interpretation of speed data was based 
on the use of the technique of classification and regression 
trees (CART) and on the use of the mixed one-way ANOVA. 
The influence of behavioral differences, road geometry, 
familiarity and the interactions between those factors on speed 
were inquired.  

The interpretation of speed data will be made by 
considering the objective of explaining speed variations over 
time due to the acquired road familiarity. Moreover, the 
influence of road geometry and human factors (behavioral 
differences between drivers) on this process will be shown. 

Moreover, a comparison between the results obtained by 
employing the two different techniques was performed, in 
order to assess the main differences between them in the 
interpretation of speed data. 

The remainder of the paper summarizes the methods 
employed for the on-road experiment, the data obtained, the 
methods employed for data analysis (section II – Materials and 
Methods) and the presentation and discussion of results 
(section III – Results and Discussion).  
In more detail, some important features such as the variations 
in speed over the days of testing will be related to route 
familiarity and controlled for other variables as a result of the 
analysis. 

II. MATERIALS AND METHODS 

A. The on-road study 

An on-road study was planned and realized by the Technical 
University of Bari with the aim of understanding how memory 
of drivers can influence speed choice [12], [13], [14]. To 
inquire into this relationship, a sample of drivers were 
recruited among students of the university by using 
advertisements.  

Drivers with less than 22 years, with less than 3 years of 
driving license, who declared to experience a mileage of less 
than 10 km per week on rural roads, who have not an available 
car and who already known the test route were discharged 
from the sample.  

Therefore, the final test sample was composed by 20 
drivers, characterized by the following features; age: 24.45 ± 
1.10 years old, 16 males and 4 females, years licensed: 5.75 ± 
1.25 years.  

They travelled on a given route, on which they never 
travelled before, six times in six different days, according to 
the following fixed chronological schedule.  

The first four tests were scheduled in four consecutive days 
(1st, 2nd, 3rd and 4th days of testing). The other two tests 
were fixed in the ninth day after the first test (5th day of 
testing) and in the twenty-sixth day after the first test (6th day 
of testing). 

Two stretches of two-lane two-way rural roads (SP31 and 
SP18, situated in the municipality of Cassano delle Murge, 
district of Bari, Italy) were chosen as driving test routes. Those 
stretches were selected in order to ensure free flow traffic 
conditions during all tests. 

 

 
Fig. 1 example of a driving test schedule for all users belonging to 
the sample 

 

          
Fig. 2 layout of the test driving routes 

 
All users selected for the driving test used the car that they 

were driving usually. In fact, drivers, even if experienced, 
could modify their driving behavior by using another car for 
the first time. 

Speed data were collected by using the Differential 
Positioning GPS technology (Dynamic Method). They were 
acquired by using a frequency of a measurement per second. 
Speed profiles were drawn for each driver by putting distances 
on the x-axis and measured speeds on the y-axis. 

 

 
Fig. 3 an example of obtained speed profile 
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After, cross-sections were positioned along the driving 
routes each 25 meters. Cross sections were not placed in 
segments of the stretches near to intersections or significant 
driveways. In fact, those areas could have an unverifiable 
influence on the speed of each driver. 

Hence, 61 road cross-sections on the stretch 1 and 76 road 
cross-sections on the stretch 2 were identified along the 
driving routes.  

Speed data were assigned to each road cross-section so 
defined by connecting the value of distance corresponding to 
each cross-section to the respective value of speed in the speed 
profile. 

B. Predictor variables of speed 

 Drivers’ speed can be influenced by several factors 
depending on users’ characteristics, road geometric layout, 
traffic conditions, environment, vehicle features. 
 The variables considered in the experiment are three: the 
time, the road geometry and the behavioral differences. The 
first two variables were known a-priori, since the 
chronological schedule was fixed and the road geometry of the 
two stretches was reconstructed. The third variable was 
defined a-posteriori based on observed speed. 

The variable “time” is based on the temporal structure of 
the driving tests. In fact, it varies from 1 to 6, according to the 
six days of testing: 

 Test 1, the first day of testing (1st day) 
 Test 2, the second day of testing (2nd day); 
 Test 3, the third day of testing (3rd day); 
 Test 4; the fourth day of testing (4th day); 
 Test 5; the fifth day of testing (10th day); 
 Test 6; the sixth day of testing (27th day). 
The repetition of tests over days was planned in order to 

test if the route familiarity acquired over time can lead to 
changes in speed behavior. 

The chosen schedule is similar to the experimental plan 
used by Martens and Fox [9]. However, as in this study also 
the possible presence of a long term memory effect after some 
interruptions in administering stimuli (represented by driving 
tests) was inquired, the fifth test was postponed and a sixth test 
more distant in time was introduced. 

The variable “road geometry” is based on the geometric 
layout of the chosen test routes. As a synthetic variable 
representing road geometric characteristics, the available sight 
distance was employed. The sight distance is the unhindered 
length of road section that the driver can see ahead without 
considering the influence of traffic, weather and lighting. Sight 
distance takes into account both the horizontal and vertical 
alignments and can be computed for each direction of travel. 
The sight distance profile, for each stretch of road and for both 
directions of travel, was obtained by using the method of the 
Italian Road Design Standard [15] and video recordings of the 
paths in both directions. In this way, a value of the sight 
distance was assigned to each road cross-section for both 
directions of travel. 

Cross-sections were clustered into four classes in respect to 
their computed value of sight distance. The four visibility 
classes were so defined: 

 Low visibility: cross-sections with low sight distance 
(0-100 m); 

 Medium-low visibility: cross-sections with medium-
low sight distance (100-200 m); 

 Medium visibility: cross-sections with medium sight 
distance (200-400 m); 

 High visibility: cross-sections with high sight distance 
(400-600 m). 

The low visibility interval was chosen considering that 
sight distances of about 100 m are indicated as critical sight 
distances, that is, the accident rate increases rapidly for smaller 
sight distances [16]. Furthermore, the high visibility interval 
was chosen according to Lamm et al. [17] who found that 
accident related to passing maneuvers increase when the sight 
distance is less than 400 m to 600 m. The intermediate interval 
was split into two classes (medium-low, from 100 m to 200 m; 
and medium, from 200 m to 400 m) in order to divide the 
remaining cross-sections into subsets more numerically 
homogeneous. In fact, cross-sections with sight distances 
included between 100 m and 400 m were the most numerous.  

From this classification, 53 cross-sections with a low 
available sight distance, 110 with a medium-low available 
sight distance, 38 with a medium and 73 with a high available 
sight distance were obtained. (The same 137 road cross 
sections were considered two times because sight distances 
were computed in the two different directions of travel). 

The variable “behavioral differences” is based on measured 
data. In fact, drivers were clustered into three groups by using 
the K-means algorithm, a nonhierarchical cluster analysis 
based on speed data. The number of clusters was chosen in 
order to maximize the silhouette values.  

The three drivers’ cluster were so defined: 
 Cluster 1: drivers showing low speeding inclination 

(measured speed greater than the average), the 
“prudent” drivers; 

 Cluster 2: drivers with medium speeding inclination 
(measured speed near the average), the “average” 
drivers; 

 Cluster 3: drivers with high speeding inclination 
(measured speed above the average), the “aggressive” 
drivers. 

Cluster 1 consists of 6 drivers, cluster 2 consists of 8 
drivers and cluster 3 consists of 5 drivers according to the 
cluster analysis. Therefore, the three obtained clusters can be 
representative of speed behavioral differences between drivers. 
However, this classification was employed only for the 
regression tree, whereas for the ANOVA, an ad-hoc 
independent variable was defined. More in detail, considering 
behaviors of aggressive drivers could help in studying their 
proneness to aberrant behaviors [18], and in defining the 
driver behavior based on observed parameters (see e.g. [19]). 

C. Classification and regression trees (CART) 

 Tree based methods are non-linear and non-parametric data 
mining tools for supervised classification and regression 
problems. They do not require any assumption about data 
distribution. The so-called tree is an oriented graph formed by 
a finite number of nodes departing from the root node. 
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When the tree is binary, each parent node is linked to only 
two children nodes: the left node and the right node. In tree 
growing, from the top to the bottom, predictors generate splits 
at each internal node of the tree. The choice of candidate 
predictors for the response variable to be studied is simplified 
by the fact that the method can accept predictor variables of 
any type (numeric, binary, categorical, etc.). In the tree 
structure, the conditional interactions among the predictors to 
explain the behavior of the response variable can be read. The 
tree is composed of branches; a branch is a subtree obtained by 
pruning the tree at a given internal node.  

In a classification and regression problem, there is a 
training sample of n observations on the response variable Y 
that takes value 1, 2, …, k and p predictor variables, X1, …, 
Xj. The aim of the problem is finding a model for predicting 
the values of Y from other X values. Tree methods yield 
rectangular sets An by recursively partitioning data taking one 
variable X at a time.  

Regression trees are similar to classification trees, except 
that the Y variable takes ordered values and a regression 
model gives the predicted values of Y for each node.  

The tree construction is made by repeating the following 
basic steps [20]: 

 Start at the root node; 
 For each X, find the set S that minimizes the sum of the 

node impurities in the two child nodes and choose the 
split [X* ϵ S*] that gives the minimum overall X and 
S. 

 If a stopping criterion is reached, exit. Otherwise, 
apply step 2 to each child node in turn. 

So, the partitioning criterion to define the optimality function 
during choosing of the best split of the objects into 
homogeneous subgroups and the stopping rule to arrest the 
tree growing procedure should be defined.  

In the regression tree-growing algorithm, the impurity of a 
node is measured by the Least-Squared Deviation (LSD) R(t), 
which is simply the within variance for the node t, which is 
calculated as follows: 
 

 
(1) 

 
where  is the number of sample units in the node t,   is 
the value of the response variable for the i-th unit and   is the 
mean (and the predicted value) of the response variable in the 
node t. 

The LSD criterion function for split s at the node t is 
defined as follows:  
 

)()()(),( RRLL tRptRptRtsR   (2) 
  
Where  and  are the left and right nodes generated by the 
split s, respectively, while  and   are the portions of units 
assigned to the left and right child node. The split s* 
maximizing the value of  is chosen. This value relates 
to the “improvement” in the tree, since it expresses the 

impurity reduction that can be obtained by generating the two 
child nodes. In other words the split providing the highest 
improvement in terms of tree homogeneity is chosen.                                   

Tree growing was arrested basing on two criteria:  
 The minimum decrease in the impurity is equal to 

0.001; 
 The maximum size of the tree, that is the maximum 

number of levels of the tree, is equal to 5. 
Furthermore, the objective of the study is to assess the 

importance of the variables: time, road behavioral differences 
in the response variable distribution. One of the outputs in 
CART technique is the variable importance [21], which 
defines the variable ability to influence the model. The relative 
importance of variable Xj computes estimates of predictor 
importance for tree by summing changes in the Mean Squared 
Error (MSE) due to splits on every predictor and dividing the 
sum by the number of branch nodes. If the tree is grown 
without surrogate splits, this sum is taken over best splits 
found at each branch node. If the tree is grown with surrogate 
splits, this sum is taken over all splits at each branch node 
including surrogate splits. At each node, MSE is estimated as 
node error weighted by the node probability. 

Variable importance associated with this split is computed 
as the difference between MSE for the parent node and the 
total MSE for the two children. 

To reduce the risk of type I error [22], the dataset was 
randomly split in two equal parts: an exploratory sample and a 
holdout sample. The exploratory sample was used to generate 
the regression tree and the holdout sample was used to validate 
it. 

The selection of this analysis technique was made based on 
its previous use in road safety studies [23], [24], [25], [26]. All 
the analyses were performed by employing the software SPSS. 

D. One way mixed-design ANOVA 

 The mixed-design ANOVA model (also known as Split-
plot ANOVA (SPANOVA)) tests for mean differences 
between two or more independent groups whilst subjecting 
participants to repeated measures.  

These groups have been split on two factors (independent 
variables), where one factor is a within-subjects factor and the 
other factor is a between-subjects factor. The mixed ANOVA 
can be used when a dependent variable (in this study, speed) 
has been measured over two or more time points or when all 
subjects have undergone two or more conditions. Time or 
conditions are the within-subjects or fixed factors. Instead, the 
between-subjects or random factors are the separate groups in 
which subjects have been assigned.  

The primary purpose of a mixed ANOVA is to 
understand an interaction between the within-subjects factor 
and the between-subjects factor exists. Once the interaction 
has been established, post-hoc tests can be employed in order 
to recognize where the differences are. 

The mixed one-way ANOVA is based on the following 
assumptions that should be met by the data set on which the 
analysis is performed: 

 The dependent variable should be measured at a 
continuous level; 

INTERNATIONAL JOURNAL OF SYSTEMS APPLICATIONS, ENGINEERING & DEVELOPMENT Volume 10, 2016

ISSN: 2074-1308 120



 

 

 The within-subjects factor should consist of at least 
two categorical related groups (groups composed of 
observations belonging to the same subjects); 

 The between-subjects factor should each consist of at 
least two categorical independent groups; 

 There should be no significant outliers in any group of 
each factor; 

 The homoscedasticity assumption (homogeneity of 
variances for each combination of the groups) should 
be verified; 

 The sphericity assumption (variances of the differences 
between the related groups of the within-subject 
factor for all groups of the between-subjects factor 
are equal) should be verified. 

The mixed one-way ANOVA was chosen for the purpose 
of this study since the individual process of speed choice can 
be influenced by the human factors, and this was thought as an 
idiosyncratic factor affecting all responses from the same 
subject. Thus, in this way, the different responses can be 
rendered as inter-dependent rather than independent. 

In more detail, two different analyses were performed 
considering, separately, all days of testing and all visibility 
classes, while Bonferroni post-hoc tests were carried out to 
isolate where the differences are.  

In the first analysis, it was tested whether there is a 
difference in mean speed between the six days of testing, 
whereas the six days of testing as fixed effect, and the 20 
drivers as random effect.  

The second analysis was used to test whether there is a 
difference in speed mean between visibility classes, whereas 
visibility classes as fixed effect, and the 20 drivers and the six 
days as random effects.  

So, behavioral differences were considered in the 
performed ANOVAs by introducing an independent variable 
able to explain differences among the sample of drivers.  

All the analyses were performed by employing the 
software SPSS. 

E. Data 

 The classification tree technique and the mixed one-way 
ANOVA model were employed in order to study the influence 
of the defined variables, namely: the day of testing (time), the 
visibility (road geometry) and the drivers’ behavioral 
differences on the behavior of the response variable, the speed.  

Means and standard deviations of speed were computed for 
each combination of the variables and they are shown in Table 
1. 

 
 

Table I descriptive statistics of speed data 
 

Days Visibility Drivers’ 
cluster 

Mean 
speed 
(km/h) 

St. 
Dev. (km/h) 

1 Low 

1 65,65 10,95 
2 74,24 9,74 
3 77,96 12,17 

Total 72,19 11,77 

Medium 
Low 

1 71,36 9,67 
2 79,18 9,56 
3 83,59 12,74 

Total 77,54 11,41 

Medium 

1 74,50 11,00 
2 80,43 11,44 
3 85,42 14,98 

Total 79,56 12,83 

High 

1 80,80 10,19 
2 85,00 10,55 
3 90,99 14,71 

Total 84,93 12,08 

Total 

1 73,57 11,51 
2 80,22 10,80 
3 85,03 14,27 

Total 79,07 12,65 

2 

Low 

1 63,08 10,38 
2 77,18 9,59 
3 83,66 13,61 

Total 75,00 13,60 

Medium 
Low 

1 70,24 11,30 
2 82,91 9,81 
3 89,90 14,94 

Total 81,31 13,99 

Medium 

1 72,92 10,92 
2 88,32 10,37 
3 96,69 18,27 

Total 86,37 15,96 

High 

1 79,20 9,42 
2 91,83 10,13 
3 101,45 16,28 

Total 91,00 14,59 

Total 

1 72,00 11,89 
2 85,34 11,22 
3 93,22 16,91 

Total 83,80 15,46 

3 

Low 

1 67,71 11,97 
2 77,67 10,96 
3 90,33 14,09 

Total 77,84 14,87 

Medium 
Low 

1 74,72 11,31 
2 84,60 10,44 
3 98,16 13,00 

Total 85,08 14,48 

Medium 

1 78,46 11,82 
2 87,12 12,33 
3 107,06 13,66 

Total 89,65 16,70 

High 

1 84,97 10,85 
2 91,59 10,64 
3 110,06 14,60 

Total 94,43 15,41 

Total 1 77,00 12,82 
2 85,79 11,83 
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3 101,60 15,49 
Total 87,20 16,19 

4 

Low 

1 70,76 10,46 
2 80,06 12,52 
3 88,99 14,49 

Total 79,45 14,25 

Medium 
Low 

1 77,09 9,48 
2 87,58 11,50 
3 99,21 12,70 

Total 87,35 14,02 

Medium 

1 80,17 11,22 
2 89,42 15,30 
3 101,30 15,15 

Total 89,62 16,20 

High 

1 85,93 10,47 
2 95,71 13,30 
3 107,89 15,85 

Total 95,83 15,63 

Total 

1 79,04 11,45 
2 88,92 13,84 
3 100,33 15,61 

Total 88,80 15,84 

5 

Low 

1 67,96 12,73 
2 82,16 11,56 
3 92,28 15,57 

Total 79,67 15,83 

Medium 
Low 

1 75,57 13,42 
2 87,45 11,15 
3 101,78 12,73 

Total 86,67 15,60 

Medium 

1 77,92 13,49 
2 91,15 12,36 
3 106,85 13,46 

Total 90,23 16,76 

High 

1 84,85 12,09 
2 94,22 12,77 
3 112,30 13,50 

Total 95,14 16,22 

Total 

1 77,28 14,13 
2 89,04 12,59 
3 103,96 15,17 

Total 88,44 16,83 

6 

Low 

1 73,27 10,42 
2 81,40 11,29 
3 90,84 15,38 

Total 81,74 13,98 

Medium 
Low 

1 79,46 11,65 
2 86,72 9,79 
3 98,59 14,45 

Total 88,01 13,81 

Medium 

1 82,76 10,98 
2 88,70 11,34 
3 100,10 17,88 

Total 90,25 14,95 

High 

1 89,74 11,60 
2 93,16 9,60 
3 106,02 14,98 

Total 95,86 13,57 

Total 

1 81,80 12,68 
2 87,95 10,98 
3 99,65 16,10 

Total 89,52 14,73 

Total 

Low 

1 68,06 11,65 
2 78,79 11,31 
3 87,50 15,04 

Total 77,67 14,46 

Medium 
Low 

1 74,73 11,60 
2 84,75 10,82 
3 95,39 14,80 

Total 84,36 14,43 

Medium 

1 77,77 12,05 
2 87,53 12,74 
3 99,82 17,20 

Total 87,65 16,09 

High 

1 84,21 11,30 
2 91,91 11,75 
3 105,01 16,46 

Total 92,89 15,17 

Total 

1 76,77 12,84 
2 86,22 12,31 
3 97,50 16,80 

Total 86,17 15,78 
 

III. RESULTS AND DISCUSSION 
 
The response variable assessed in the study is the driving 
speed. It will be analyzed with both the regression tree 
technique and the mixed one-way ANOVA. 

A. Regression tree 

The analysis of the obtained regression tree is made in this 
section. The obtained regression tree was attached to this 
paper. 

Tree growing obtained from the exploratory sample 
produced 36 nodes. Of these, all nodes were validated. 
Therefore, the validated tree consisted of 36 nodes too. 
Furthermore, the regression tree produced 19 validated 
terminal nodes. 

The primary split of the regression tree is the drivers’ 
cluster. The tree keep away the cluster 3, that is the cluster of 
aggressive drivers (node 1) from the cluster 2 and 1, namely 
the clusters of average and prudent drivers (node 2). After, the 
tree splits the clusters (node 2) into the cluster 1, prudent 
drivers (node 5) and the cluster 2, average drivers (node 4). 
These two consecutive splits show the highest values of 
improvement (44.874 and 16.534) and these improvements are 
very large compared to all the others. This was expected, since 
the drivers’ cluster was based on measured speed. However, 
the interesting result is that, clearly the speed behavior of 
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aggressive drivers appears as completely different in 
comparison with the behavior of all other drivers. Therefore, 
in turn, speed behavior of prudent drivers is less evidently 
different from the speed behavior of average drivers. 

Visibility is responsible of all the splits at the successive 
level. For the aggressive drivers and the average drivers (node 
1 and node 6), the tree splits produced nodes representative of 
low and medium-low visibility on the left and medium and 
high visibility on the right (namely nodes 3 and 4 and nodes 13 
and 14). Instead, for prudent drivers, the only difference is that 
medium visibility class is joined to the low and medium-low 
visibility classes and separated from the high visibility class 
(namely nodes 11 and 12). In those three splits, the values of 
the improvement measures are similar (7.204 for the split at 
node 1, 6.878 for the split at node 5, 5.964 for the split at node 
6). Hence, some considerations about the influence of 
visibility on speed for different categories of drivers can be 
made. Results from the regression tree allows to consider that 
visibility influences drivers in the speed choice process in the 
same way independently from their proneness to speeding. 
However, for prudent drivers (cluster 1), speed data belonging 
to the medium visibility condition are clustered with the low 
and medium-low visibility after the split at node 5. This could 
mean that the drivers who are less prone to speeding, are also 
less prone to go faster unless visibility is high.  

The variable time (day) is associated to the further splitting 
level, after the first improvement given by visibility, only for 
the aggressive drivers (split at nodes 3 and 4) and the average 
drives in medium and high visibility conditions (split at node 
14). In these cases, the improvement given by the variable day 
(namely 3.681 at node 3, 4.200 at node 4 and 1.629 at node 
14) is greater than an additional splitting into single visibility 
classes. Instead, for the prudent drivers in low, medium-low 
and medium visibility conditions (split at node 11) and the 
average drivers in low and medium-low visibility conditions 
(split at node 13), the improvement given by further dividing 
data based on visibility is greater than considering the variable 
time. This occurrence could be explained by the fact that 
aggressive drivers are more inclined to change their speed over 
time than the prudent drivers, independently from the visibility 
condition. 

In all the considered splits associated to the variable day, 
the day 1 or the couple composed by the day 1 and the day 2 
were kept away from the other days. This could mean that 
there is a clear difference between speed data of the first and 
second (where applicable) day of testing and all the other days. 
This tendency is confirmed by looking at the further splitting 
of the tree for prudent and average drivers (nodes 12, 21, 22, 
25). 

By looking at the terminal nodes, they result from further 
splitting based on the variables visibility and day. Generally, 
the last improvement is based on the splitting of speed data 
into single visibility classes (if the father node resulted from a 
split based on day, that is the case of aggressive drivers) or 
based on the variable time (if the father node resulted from a 
split based on visibility, that is the case of prudent drivers). An 
interesting exception to this rule is given by the case of 
aggressive drivers in medium and high visibility conditions 

and for days different from the day 1 (split at node 10). In fact, 
only in this case, a greater improvement is given by a further 
splitting of speed data based on the variable time. This could 
mean that, for aggressive drivers, the difference between 
medium and high visibility is perceived as very thin in 
comparison with their proneness to clearly change speed over 
the various days of testing. 

Finally, the results from the analysis of the variable 
importance (Vim) are shown in Table 2. 

 
Table II results of the variable importance analysis 

Xj (jth variable) Vim (Variable importance)1 

Behavioral difference 61,408 

Visibility 26,839 

Day 13,706 
1Dependent Variable: Speed 

 
As expected, the most influencing variable is the 

behavioral difference between drivers. Furthermore, visibility 
is slightly more important than the variable day for the 
explanation of the response variable speed. However, as 
explained, the influence of time is more evident for some 
categories of drivers (the aggressive drivers) compared to 
others (the prudent drivers). 

Instead, the influence of visibility is more homogeneously 
distributed among the drivers’ categories.  

B. One-way mixed ANOVA 

The results from the one-way mixed ANOVA will be 
discussed in this section. 

The first analysis consisted in testing differences in mean 
speed between the six days of testing, whereas the six days of 
testing as fixed effect, and the 20 drivers as random effect. A 
significant effect of days of testing on speed at the p <.05 level 
was found [F (5, 90.612) = 14.939, p < 0.001].  

Furthermore, results from the Bonferroni test (Table 3) 
revealed that speed is statistically significantly lower in the 
first day of testing (79.068 ± 12.649 km/h) compared to all 
other days. Similarly, speed is statistically significantly lower 
in the second day of testing (83.802 ± 15.459 km/h) compared 
to days 3, 4, 5 and 6, in the third day of testing (87.205 ± 
16.195 km/h) compared to days 4, 5 and 6 and in the fifth day 
of testing (88.442 ± 16.832 km/h) compared to day 6. Instead, 
there are no statistically significant differences between the 
fourth day (88.802 ± 15.845 km/h) and days 5 and 6 (89.515 ± 
14.735 km/h).  

Findings from the statistical analysis can be verified by 
looking at boxplots of speeds in the six days of testing (see 
Fig. 4). 

A significant increase of mean speed over days can be 
noted while going from the first to the fourth day of testing. 
Instead, there are only slight differences between days 4, 5 and 
6.  

Moreover, a significant effect of the driver factor on speed 
at the p <.05 level was found [F (18, 88.165) = 16.795, p < 
0.001]. Furthermore, there was a statistically significant 
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interaction between drivers and days of testing on speed, 
F(88,27682) = 36.615, p < 0.001. 

These results did not consider the road geometric layout as 
a variable able to predict speed. Therefore, cross-sections 
clustering into four classes with regard to their value of sight 
distance was considered. 

 
Table III results from the Bonferroni post-hoc tests (difference 
between days of testing) 

 
Day 

 

 
1 

 
2 

 
3 

 
4 

 
5 

 
6 

 
1 

 
1 

 
< 0.001 

 
< 0.001 

 
< 0.001 

 
< 0.001 

 
< 0.001 

2  1 < 0.001 < 0.001 < 0.001 < 0.001 
3   1 < 0.001 < 0.001 < 0.001 
4    1 1 0.083 
5     1 0.001 
6      1 

 
ANOVA 
test: 
 F-
statistic 
= 14.939 

 

     

p-value  
< 0.001 

      

 

 
 
Fig. 4 boxplots of speeds in the six days of testing 
 
 

The second analysis consisted in testing differences in 
mean speed between visibility classes, whereas visibility 
classes as fixed effect, and the 20 drivers and the six days as 
random effects. A significant effect of visibility on speed at the 
p <.05 level was found [F (3, 26.869) = 217.599, p < 0.001].  

Furthermore, a Bonferroni post-hoc test showed that 
differences between the speed in each visibility class and the 
speed in all other classes are statistically significant.  

Those results confirm that the chosen clustering of cross-
sections into visibility classes is consistent and that road 
geometric characteristics have a strong impact on speed.  

Nevertheless, there is no statistically significant interaction 
between visibility and days of testing on speed, F(15,258.032) 
= 1.111, p = 0.346. Therefore, even if globally speed is 
affected by days of testing and visibility, the way in which 
drivers modify their speed over days with the acquired route 
familiarity seems to be not influenced by the different visibility 
classes. Instead, there is a statistically significant interaction 
between drivers and visibility on speed, F(54,1078.929) = 
1.924, p < 0.001 and a statistically significant interaction 
between drivers, days of testing and visibility on speed, 
F(258,560.960) = 4.631, p < 0.001. This means that behavioral 
differences between drivers are influential in the process of 
speed choice while acquiring familiarity with the route. 

Results showed that, on average, as expected, speed 
increases with the sight distance, confirming results from the 
regression tree. At the same time, speed increases over days, 
but it happens independently from the visibility class (no 
interaction was found between visibility and days of testing). 
This means that, on average, acquiring familiarity with a route 
leads drivers to increase their speed in both higher and lower 
visibility conditions. In fact, for example, in low visibility 
condition (cross-sections in which available sight distance is 
less than 100 m), in the fourth day of testing (when familiarity 
seems to be already acquired) mean speed (79.449 ± 14.252 
km/h) is significantly higher compared to the first day of 
testing (72.195 ± 11.768 km/h). Moreover, the increased speed 
is maintained over time in both the fifth and the sixth days of 
testing. 

IV. CONCLUSIONS 
A data set belonging to an on-road experiment was critically 
inquired into this study by using the regression tree technique 
and the ANOVA mixed models. 

The variables considered were: behavioral differences, 
visibility and time. 

Behavioral differences between drivers seem to be very 
influencing in explaining speed. In more detail, a clear 
difference between speed data belonging to drivers prone to 
speeding (aggressive drivers) and speed data belonging to 
more prudent drivers (the average and prudent drivers) was 
highlighted.  

The way in which visibility influences speed seem to be 
independent from the drivers’ proneness to speeding, except 
from the case of prudent drivers. In fact, the regression tree 
splits data basing on visibility into subsets formed by low and 
medium-low visibility on the left and by medium and high 
visibility on the right. Only for prudent drivers, medium 
visibility was clustered together with low and medium-low 
visibility. This occurrence can be explained by a low 
inclination to increase speed for prudent drivers, apart from 
the extreme case of high visibility condition. The existence of 
an interaction between visibility and driver behavioral 
differences on speed is confirmed by looking at results from 
the one-way ANOVA. 
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Moreover, differences between days were systematically 
highlighted by both the regression tree (in an advanced stage) 
and the post-hoc tests. In fact, speed changes over time: on 
average, speed increases over days as can be verified by 
looking at data in Table 1. In more detail, splits made by the 
regression tree and results from the ANOVA show that speeds 
of the first days of testing are clearly different from speeds in 
all other days. However, these differences are more evident for 
aggressive drivers than for prudent drivers. Therefore, 
aggressive drivers seem to be more prone to change speed over 
time than the others, especially in the higher visibility 
conditions, where speed choice is less conditioned by the road 
geometric layout. This was highlighted by both the regression 
tree and the mixed ANOVA. This finding, obtained by a more 
“naturalistic” study, confirms what found in literature: route 
familiarity leads to less cautious behaviors [8]. 

Therefore, both the use of the regression tree and of the 
mixed one-way ANOVA seem to suit well to the demand of 
explaining driving speed data belonging to an on-road 
experiment. 

The regression trees technique is characterized by its 
flexibility and its simplicity in both the application and 
interpretation stages. It shows immediately where the main 
differences are and which variables are more influential than 
others. Moreover, the variable importance index is a powerful 
tool to estimate the explanatory capability of a variable. 
However, regression trees could need to be integrated with 
other quantitative measures in order to represent a complete 
analysis (see e.g. [23]). 

Instead, the ANOVA mixed models requires some 
conditions to be met and they could be more demanding in 
both the application and interpretation stages. However, they 
can give quantitative estimates of the interactions between 
variables. Moreover, differences between each group can be 
easily found by using post-hoc tests. These techniques are 
more commonly used by researchers in all fields of study. 
 Thus, a further use of these techniques, in addition to the 
formerly cited employments in the field of road safety, was 
highlighted for future research. 
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Attachment 1 – The regression tree. 
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