
 

 

 
Abstract—We present an economic analysis of an information 

system with security threats. We categorize the types of threats and 
introduce a stochastic model to describe the occurrence of threats and 
their damage. The results of the stochastic analysis are used for 
analyzing the revenue and the average costs such as the loss cost, the 
repair cost, the recovery cost, and the holding cost. We present the 
NPV (Net Present Value) considering the security investment and the 
discount rate. In addition, we propose a parameter estimation method 
of the stochastic model and show a numerical example. The approach 
in this paper can be useful for a security investment decision-making to 
determine the optimal investment portfolio. 
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I. INTRODUCTION 
ince Gordon and Loeb in [1] considered the vulnerability of 
information to determine the optimal amount of security 

investment, many researchers have studied on the security 
investment decision-making [2]-[4]. Threats to information 
assets incur various types of damage including data loss, 
hardware replacement or repair, and performance deterioration 
of an information system. In order to make a reasonable 
decision regarding information security investment, it is 
required to consider the economic impact of each type of 
damage to the information system management. 

We consider an information system with three types of threats. 
First, type-1 threats remove data that the system currently 
processes. It is assumed that the data become lost. Second, 
type-2 threats damage hardware and a portion of data stored in 
hardware. The system requires repairing or replacing the 
hardware and recovering the damaged data. Finally, type-3 
threats deteriorate the system performance, that is, the service 
rate or the processing speed.  
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We present a stochastic model that describes the occurrence 
of threats and their damage to the system. We use the notion of 
negative customer to describe type-1 threat. Negative customers 
remove works in the system. Queues with negative customers 
have been studied extensively (See [5] and the references 
therein.) In addition, we apply the research of system 
deterioration to model type-3 threat. We use the stochastic 
model in [6] to describe the system deterioration by threats. It is 
necessary to manage the system performance for providing 
quality of service to customers. A preventive maintenance 
policy is considered. The system is monitored continuously and 
repaired whenever its performance is lower than a 
predetermined level. The maintenance is important in software 
services as the industry of information technology grows [7]. 
We model type-2 threat using a stochastic process. Next, we 
present an economic analysis which results in the NPV (Net 
Present Value), analyzing the costs and the revenue of the 
system. The system has the following cost and benefit structure. 
The system requires initial security investment. The costs 
consist of the loss cost for the removed data currently being 
processed, the repair cost for damaged hardware, the recovery 
cost of the damaged data in hardware, the repair cost for the 
system maintenance, and the holding cost of the system 
operation. The system earns revenue by processing data. The 
approach in this paper can be useful for a security investment 
decision-making to determine the optimal investment portfolio 
and be applicable to information service systems that have the 
structure of queueing systems, for example, mobile computing, 
smart grid, and m-learning services [8]-[10]. 

The rest of this paper is structured as follows. In section 2, we 
review previous research. In section 3, we describe a stochastic 
model with some notations. In section 4, we analyze the 
stochastic model. In section 5, we present the NPV. In section 6, 
we present a parameter estimation method. In section 7, we 
show a numerical example. Finally, we conclude this study in 
section 8. 

II. LITERATURE REVIEW ON INFORMATION SECURITY 
INVESTMENT 

Investment accompanies predictions of the effect of the 
investment and its objective assessment. The information 
security field is not an exception, as analysis of the effect of an 
investment and its objective assessment is required. As the 
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importance of human behavior in the information security field 
often exceeds that of any technological aspect through the 
passage of time, economic approaches such as adequate 
investment levels for information security, information sharing 
for information security, and the establishment of incentive 
systems to solve information security issues are freshly gaining 
the spotlight.  

As to the need for socioeconomic study for information 
security, Soo Hoo analyzed the need for studying information 
security issues in the insurance industry and companies, 
suggesting the need for discussions of an efficient investment 
size as well as related analyses [11]. Not only social scientists 
such as Gordon et al. [12], Gal-Or and Ghose [13] or Shin [14] 
but also those who are considered to be traditional information 
security technology experts such as Anderson [15] have 
emphasized the need for socioeconomic investigations of 
information security as opposed to studies of flaws in 
mathematical codes for information security issues; they have 
suggested the need for discussion pertaining to the efficient 
investment size and its effect, among other issues.  

Gordon and Loeb [1] utilized the net present value (NPV) 
model to analyze effects of information security investment, and 
through game theory, Cavusoglu et al. [16] determined the 
optimal investment in security controls. Carnegie Mellon 
University and the University of Idaho presented a method to 
produce a return on security investment (ROSI) using diverse 
variables of information security investment [17].  

However, these studies were limited in terms of actual 
applications due to the convenience issues pertaining to data 
collection, quantification of information security usefulness and 
the absence of concrete calculation methods associated with the 
cost of information security. To overcome these limitations, 
Kim and Park [17] as well as Lee and Lee [18] presented an 
improved ROSI method based on the total cost of ownership 
(TCO). Al-Humaigani and Dunn [19], Tsiakis and Stephanides 
[20], Hausken [21], and Davis [22] also defined economic 
assessments of information security investment with ROSI and 
other methods; they approached the correlation between the 
investment cost and effect of information security with 
mathematical modeling. Blatchford [23], Lee [24], and 
Cavusoglu et al. [16, 25] categorized various factors that need to 
be considered during information security investment. Bodin et 
al. [26] and Scott [27] also suggested investment criteria for 
information security and mentioned that as information security 
investment in general has the characteristic of a long-term 
guarantee while reducing long-term risk, in many instances it 
does not provide a quantitative investment effect in the short 
term. Blakely [28], Witty et al. [29], Harris [30], Roper [31], 
and Sun [32] also categorized the cost factors of information 
security investment. Hong [33] quantified the level of 
information security management and analyzed how efforts 
towards information security affect organizations. Nam [34] 
analyzed the effects of information security investment through 
how the security incidents of a company affect its stock prices. 
Gwon and Kim [35] utilized changes in a company’s market 

value while quantitatively measuring information security 
investment what is known as the event study methodology, a 
type of social scientific methodology. 

Assessing and analyzing an investment should systematically 
quantify the activities and assets of an organization, enable 
strategic planning, and multi-dimensionally assess even the 
long-term and intangible effects of an organization. In particular, 
the following facts must be considered when analyzing 
information security investment [34]. The first of these involves 
the time constraint characteristic of the measuring of the 
information security investment effect: information security 
investment should not be restricted to the preservation of 
current asset value but should be considered in terms of 
preserving future value. Second is the intangible aspect of the 
effect of information security investment: as information 
security has numerous intangible elements in terms of costs and 
benefits, they are difficult to identify. Even when they are, 
transformation into monetary value is difficult. The third fact is 
the multi-faceted aspect of the effect of information security 
investment: this implies that information security investment is 
difficult to measure as it contains both qualitative and 
quantitative aspects. Fourth is the ambiguity of effect of 
information security investment: the scope of performance 
measurement for information security investment is extensive 
and difficult to assess in connection with goals already set 
within the organization. Therefore, an analytic system should be 
developed to test the validity of information security investment 
through the structure of feedback if possible within the business 
activities of organizations and companies. 

III. MODEL DESCRIPTION 
There are M  security investment portfolios, which consists 

of multiple information security systems. Let mPF  denote the 
m th portfolio. 0PF  represents the current security level. The 
security level becomes higher as m  increases.  

The data that an information system handles, for example, 
banking and shopping, arrive according to a Poisson process 
with rate λ . The server has finite states β,,1,0  , which 
represent the processing conditions of the system. The 
processing times are independent exponential random variables 
with rate kµ , where k  represents the system state. The states 
are ordered according to the relative degree of deterioration of 
the system. That is, ji µµ <  for ji > . The system processes 
the data and stores them in hardware. It is assumed that there is 
no data at the initiation of the system operation. 

Threats are classified into three types according to the 
damage: First, data that the system processes, including waiting 
data, are lost by type-1 threats. Let kd  denote the loss 
probability of the number of data that are lost. It is assumed that 
the loss probability follows a geometric distribution, such as 

1)1( −−= k
k ddd , ,2,1=k . Second, type-2 threats break 

down hardware and damage the data that are stored in hardware. 
The ratio of damaged data is f  among the total data. It is 
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assumed that hardware is repaired and data are recovered 
instantaneously. Third, type-3 threats deteriorate the system, 
that is, increases the system state by k  with probability kg . 
Type- i  threats occur according to a Poisson process with rate 

i
mω  in mPF . Note that i

l
i
k ωω <  for lk > .  

We consider a preventive maintenance policy in order to 
operate the system stable. The system is repaired at or above 
state α , which we call maintenance level. The repair time is 
exponentially distributed with rate δ1 . It is assumed that 
threats do not occur in the system during a repair. 

The system earns revenue p  per data. The system costs 
consist of as follows: The loss cost Lc  per data, the repair cost 
of damaged hardware Wc  per repair, the recovery cost of 
damaged data Dc  per data, and the holding cost Hc  per unit 

time and data. The system repair cost is i
Rc  per repair with the 

maintenance level i . The security investment cost is m
Pc  in ijx . 

It is assumed that j
P

i
P cc >  for the portfolio ji > . The 

investment occurs at time 0. Finally, we denote the length of a 
fiscal period and the discount rate of a fiscal year as τ  and θ , 
respectively. 

IV. STOCHASTIC ANALYSIS 
First, we analyze the number of data that the system processes 

by using the Markov Chain. Let ),( ji  denote the state of a 
Markov chain. The notation i  represents the number of data in 
the system and j  stands for the system state, for ,1,0=i  and 

β,,1,0 =j . Arranging the states in a lexicographic order 
gives the following matrix structure: 
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Q .                      (1) 

 
The matrices kA  and kB  in (1) are the square matrices of the 

size )1( +β . The elements of the matrices in (1) are shown in 
Appendix. 

Let ijx  be the steady-state probability that the Markov chain 

is in state ),( ji . Let jπ  be the steady-state probability that the 

system is in state j .  
Let us define 
 

),,( 0 βππ =π , 

),,( 0 βiii xx =x , for ,1,0=i , 

),,( 0 βµµ =μ . 
 

Applying the matrix geometric method in [36] to (1) results in  
 

k
k RRI )( −= πx , ,2,1=k ,                   (2) 

 
where π  is the steady-state probability of the Markov chain 
with the transition rate matrix A . The definition of matrix A  
and the numerical method of solving π  and R  in (2) are given 
in Appendix. 

Let mN  denote the average number of data that the system 
processes in mPF . Using (2) gives 
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km .                    (3) 

 
Let us define the throughput and the loss rate as the number of 

data processed successfully and lost by the type-1 threat, 
respectively, per unit time. Let mΨ  and mΩ  denote the 
throughput and the loss rate in mPF . Then, we have  
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Suppose that the system does not transit to different states 

when the system is at, or above, state α . In this case, the system 
behaves stochastically governed by the absorbing Markov chain 
with the following transition rate matrix A~ .  
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The elements of G  is given by  
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Let 1

mΓ  be the time interval from the point when the system 
state is 0  to the point when the system repair begins in mPF . 

Let 2
mΓ  be the time interval form the initiation to the end of the 

system repair. Let 21
mmm Γ+Γ=Γ . 1

mΓ  is equivalent to the 
absorption time of the Markov chain with the transition rate 
matrix of (6). Then, we have eq 1

0
1 ][ −−=Γ GE m . The average 
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repair time is δ1][ 2 =ΓmE . This gives 
 

δ1][ 1
0 +−=Γ − eq GE m .                   (7) 

 
where 0q  is the column vector of size α  and )0,,0,1(0 =q . 

Let )(tΛ  denote the average number of data that have been 
stored in hardware by time t . The data is stored at the rate of 

mΨ  in (4). Then, the average number of data in hardware by the 
j th fiscal period is  

 
ττ )1())1(( −Ψ=−Λ jj m .                         (8) 

 
Let kZ  be the point that the k th type-2 threat occurs during 

),0( τ . Let kY  be the interval from the )1( −k th to the k th 
occurrence point of the type-2 threat. Note that 

kk YYZ ++= 1  and 21][ mkYE ω= . Then, the average 
number of data stored by kZ  is given by 

 

kYYEZ
m

m
kmk 21 )()(

ω
Ψ

=++Ψ=Λ  .               (9) 

 
Let )( j

kH  be the average number of data that are damaged by 

the k th type-2 threat and also recovered during the j th fiscal 
period ],)1[( ττ jj − . The portion of f  is damaged among the 
data in hardware. Then, we have 
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Let ka  be the probability that k  type-2 threats occur during 

],)1[( ττ jj − . Type-2 threats occur according to a Poisson 
process. Thus, we have 
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Let j

mF  be the average number of data recovered during 
],)1[( ττ jj −  in mPF . Using (10) gives 
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where τω2

0
mea −= . 

V. ECONOMIC ANALYSIS 
We analyze the cumulative NPV at the end of the fiscal 

period y . Let us consider the average cost incurred in the j th 
fiscal period for yj ,,1=  and in m th investment portfolio 

mPF . From (5), the average loss cost during τ  results in 

( )τmLc Ω . The type-2 threat occurs τω 2
m  during τ . Therefore, 

the average repair cost of a hardware during τ  is ( )τω 2
mWc . 

From (11), the average recovery cost of damaged data during 
the j th fiscal period in mPF  gives j

mD Fc . The system is 
repaired once during ][ mE Γ  in (7). Thus the average repair cost 

of the system during τ  is ( )][ mR Ec Γτα . Since the holding cost 
is proportional to the number of data that are served, the average 
holding cost during τ  is τmH Nc . Adding the abovementioned 
costs gives the average cost of the j th fiscal period as follows. 
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Let ),,( ymP α  be the cumulative NPV at the end of the fiscal 

period y  with a maintenance level α  in mPF . Let θ  denote 
the discount rate of a fiscal year. The average revenue during τ  
is ( )τmp Ψ . The initial security investment cost is m

Pc . 
Applying the discount rate to the revenue and cost in each fiscal 
period results in  
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VI. PARAMETER ESTIMATION 
The operational data for parameter estimation can be 

gathered in information systems. In this paper, â  represents the 
estimator of the parameter a . Let )(tξ  denote the number of 
data that have occurred in the system by time t . For a long time 

t , λ̂  is given by [37]. 
 

tt)(ˆ ξλ ≈ .                       (14) 
 
Let )(tiΦ  denote the number of type- i  threats that have 

occurred by time t . Similar to (14), for a long time t , we have 
  

tti
i )(ˆ0 Φ≈ω , 3,2,1=i .               (15) 

 
Note that benchmarking requires to set i

mω̂  in mPF . 
The number of the system state depends on the threats and the 

scale of their damage to the system. However, if its number is 
too big or small, it’s difficult to design a proper maintenance 
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policy. Assume that the system has β,,1,0   states. Let kτ  and 
)(tU k  denote the time duration when the system operates at 

state k , and the number of data processed during kτ  by time t , 
respectively. Then, we have  

 
kkk tU τµ )(ˆ = , β,,1,0 =k .              (16) 

 
Let jθ  and f

jθ  denote the number of data that were stored 

and damaged, respectively, at the occurrence point of the j th 
type-2 threat. Then, we have  
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j j
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j∑ == 1ˆ

θθ
.                 (17) 

 
Let j∆  be the amount of the deterioration at the j th type-3 

threat. That is, the system state jumps by an amount of j∆ . 

Then, the estimator of kĝ  is given by 
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where 1)( =∆ jkI  for jk = . Let jκ  be the duration of j th 

system repair. Applying the method of moments in [38] gives  
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Let jl  be the number of data lost by a j th type-1 threat. 

Applying the method of moments [38] gives  
 

n

l

d

n

j j∑ == 1

ˆ
1 ,                  (20) 

 
where n  is the number of observations. 

VII. NUMERICAL EXAMPLE 
We show a numerical example assuming that the parameters 

of the model in section 2 have arbitrary values.  
We assume 4 security investment portfolios. In each portfolio, 

the security investment costs are 00 =Pc , 101 =Pc , 202 =Pc , 

403 =Pc , and 804 =Pc . The unit is 100 million. It is assumed 
that the length of a fiscal period is 1 year and the discount rate is 
10%. Then, 760,8=τ  hours and %10=θ . 

It is assumed that the system has 5 states, that is, 4=β . The 
parameters of the system are shown in Table 1 and 2. Table 1 
shows the arrival rates of data and the service rates. The values 

in Table 1 represent the number of data per hour. 
 
Table 1. The arrival rates of data and the service rates 

parameter value 
λ  1,000 

0µ  1,300 

1µ  1,200 

2µ  1,100 

3µ  1,000 

4µ  900 
 
The arrival rates of the threats in each portfolio are shown in 

Table 2. The values in Table 2 represent the number of threats 
per hour. The values in Table 2 represent business goals in each 
security investment portfolio.  

 
Table 2. The arrival rates of threats  

parameter value 
1
4

1
0 ,, ωω   0.0342,  0.0171, 0.0086, 0.0043, 0.0021 

2
4

2
0 ,, ωω   0.0057,  0.0029, 0.0014, 0.0007, 0.0004 

3
4

3
0 ,, ωω   0.0571, 0.0285, 0.0143, 0.0071, 0.0036 

 
For convenient, it is assumed that the system deteriorates by 

one state. The repair time of the system is 24 hours. The 
parameters of the loss probability and the system deterioration 
are assumed that 01.0=d  and 5.01 =g . The ratio of damaged 
data is assumed that 001.0=f . 

The unit price and costs are shown in Table 3. 
 
Table 3. The unit price and costs  

parameters value 
p  1,000 

Lc  200 

Wc  10,000,000 

Dc  20 

Hc  0.01 
i
Rc  5,000,000 

 
Table 4 shows the cumulative NPV in the portfolio 1 for 10 

years. From the year 1 to 5, the NPV is maximized when the 
maintenance level is 1. However, after the year 5, the NPV is 
maximized when the maintenance level is 2. The maintenance 
levels 3 and 4 have never been economical, compared to the 
levels 1 and 2. 
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Table 4. The cumulative NPV in the portfolio 1 

year maintenance level 
1 2 3 4 

0 -10.0  -10.0  -10.0  -10.0  
1 72.3  72.0  71.2  70.2  
2 139.4  138.9  137.4  135.7  
3 193.2  192.7  190.8  188.6  
4 235.7  235.3  233.1  230.5  
5 268.4  268.3  265.9  263.0  
6 292.9  293.0  290.6  287.6  
7 310.2  310.7  308.4  305.3  
8 321.6  322.5  320.3  317.2  
9 327.9  329.2  327.2  324.2  

10 330.0  331.8  330.1  327.2  
 
Summarizing the most profitable cases in each portfolio, we 

obtain Table 5. The portfolio 0 implies there is no security 
investment. The optimal portfolio that maximizes the NPV 
changes over the year. In the year 1, the optimal portfolio is 0. 
From the year 1 to 6, it changes to 2. After the year 7, the 
optimal portfolio becomes 3. The result in Table 3 implies that 
the optimal investment decision depends on the investment 
strategy such as short-term, mid-term, or long-term investment.  

 
Table 5. The optimal NPV of each portfolio 

year portfolio 
0 1 2 3 4 

0 0.0 -10.0 -20.0 -40.0 -80.0 
1 74.3 72.3 68.7 53.1 15.8 
2 134.1 139.4 141.4 129.7 94.8 
3 181.7 193.2 200.2 191.9 159.1 
4 218.6 235.7 247.0 241.8 210.9 
5 246.4 268.4 283.7 281.1 251.8 
6 266.5 293.0 311.5 311.3 283.4 
7 280.0 310.7 331.8 333.7 307.1 
8 288.0 322.5 345.8 349.5 324.0 
9 291.3 329.2 354.5 359.7 335.2 

10 290.8 331.8 359.0 365.2 341.5 

VIII. CONCLUSION 
We evaluated information security portfolios considering 

types of damages: threats which remove data; threats which 
damage hardware and a portion of data in hardware; and threats 
which deteriorate systems performance. We presented a 
stochastic model to describe the damage of the threats in 
information systems. We derived the average costs of the 
system using the results of the stochastic analysis and presented 
the NPV. In addition, we showed a parameter estimation 
method of the stochastic model and a numerical example. 

From the limited availability of data in this paper, empirical 
verification has not performed. Only if we obtain data, we can 
estimate all the parameters to evaluate information security 
investment portfolios in order to protect information systems 
from possible security threats. The model presented in this 
article can be widely used for evaluating information security 
investment decisions. 

APPENDIX 
For mPF  and ,1,0=k , we have 
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where I  is the identity matrix of size )1( +β . U  and V  are 

the square matrices of size )1( +β  and their elements are given 
by 
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where ∑∞

=
=

jl lj gg . For ,2,1=k , let us define kd  as 

follows:  
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Then, the matrices kB , for ,2,1=k , are as follows: 
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The matrix A  is defined as follows: 
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The matrix A  implies the transition rate matrix for the 
system state. Therefore, we obtain the probability vector π  in 
(2) by solving the following linear equations: 

 
0=Aπ , 
1=πe , 

 
where e  is a column vector of size )1( +β  and the elements are 
all 1. 

The matrix R  in (2) is the square matrix of size )1( +β  and 
satisfies the following equation 

 
[ ] 0)1( 2112

1 =−−+++ − VRRdIdURRAI mωλ . 
 

Solving the above equations iteratively, we can obtain R  in (2) 
as follows. 

 
1

10
−−= AR λ , 

[ ][ ] 1
1

2
1

1
1

12
1 )1( −

−
−

−− −−++−= AVRRdIdURIR kkmkk ωλ , 
 
where ,2,1=k . 
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