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Solving Multiclass Classification Problems using
Combining Complementary Neural Networks and
Error-Correcting Output Codes
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other classifiers are widely studied as well. Kim presented
comparison of decision tree, artificial neural network, and
Abstract— This paper presented an innovative method, combinirlinear regression methods based on the number and types of
Complementary Neural Networks (CMTNN) and Error-Correctinghdependent variables and sample size. In his study, artificial
Output Codes (ECOC), to solve multiclass classification problerﬁeura| network was superior for two or more continuous and

CMTNN consist of truth neural network and falsity neural network t ical ind dent iabl 111. Eskandarietiaal
created based on truth and falsity information, respectively. Tuetegorical indepenaent variables [11]. Eskandarkeiaal

forms of ECOC, exhaustive code and random ECOC, are considefddidied two models based on neural networks and k-nearest
to deal withk-class classification problem. Exhaustive code is appligteighbor in daily flow forecasting. They found that neural
to the problem with3 < k < 7 whereas random ECOC is used fometworks model provides better result than nearest neighbor

k > 7. In the experiment, we deal with feed-forward backpropagatiqp aip, 121. Razi and Ath illv or n mparison of
neural networks, trained using 10 fold cross-validation method andegiggog a]l.ccu?acya igclutdiigp n)cgnFI)ineeSae} treecé;rzzsigs Sr?eurc;I

classified based on two decoding techniques: minimum distance NE Mk A
T > F. The proposed approach has been tested with six benchmBtworks (NNs), as well as Classification and Regression
problems: balance, vehicle, nursery, Ecoli, yeast and vowel from tlieee (CART) models. In their study, NNs and CART models

UCI machine learning repository. Three data sets: balance, vehigieovided better result than nonlinear regression model in which

and nursery are dealt with exhaustive code while random ECOC plying NNs produced lower values of Mean Absolute Error
applied for Ecoli, yeast and vowel. It was found that our approa

provides better performance compared to the existing techniq AE), Mean Absolute Perceqtage Error (MAPE) and Mean

considering on either CMTNN or ECOC. Squared Error (MSE) than using CART [13]. Three models
Keywords— Multiclass classification problem, Neural network,based on discriminant a_tnalysis, logistic regression and ”e“Ta'

Feed forward backpropagation, Complementary neural network€tWOrk used to determine sex from the upper femur are built

Error-correcting output codes, Exhaustive codes and compared [14]. The consequence is that neural network
can correctly classify more than discriminant analysis and
|. INTRODUCTION logistic regression. These are why neural networks are applied

LASSIFICATION is the problem of mapping a vectorin this work. Although several types of neural networks can

of observed characteristics into a defined class. It c8§ used for classification purposes [15], our focus is on the
be separated into two types which are binary classificatiéfed-forward neural network since it has been widely studied
and multiclass classification. In binary classification, only twBnd used to solve the classification problem.
classes are involved whereas, in multiclass classification, ther&8o improve the percentage of accuracy prediction for
are more than two defined classes [1]. In order to soledassification problems, Complementary Neural Networks
multiclass classification problem, the most successful a@@MTNN) based on feedforward neural network have been
popular method is Neural Networks (NNs) [2]. proposed [16], [17]. This model uses both truth and falsity

The significant advantages of neural networks can be répformation as an input information while traditional neural

resented in various aspects. They can be considered as datork requires only truth information. More detail about
driven self-adaptive methods, universal functional approxim@MTNN will be described in section Il. Apart from this, some
tors which use arbitrary accuracy to approximate any functiochniques which are codeword designs and decoding can also
and also nonlinear models flexible in modeling real worlde used to increase the model’s efficiency [4].

complex relationships [3], [4],_[5]. Moreover, neural net\_/vorks In designing code, Error-Correcting Output Codes (ECOC)
have been successfully applied to many branches: signatyrg suggested to deal with multiclass classification problem

rgcognition [6]. [7], medicine [8], and business failure predics-i ce this method can reduce the variance of learning algo-
tion [9], [10]. The performance between neural networks ang, ., \hich leads to ability in correcting errors [18]. It was
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Il. COMPLEMENTARY NEURAL NETWORKS

In order to solve the classification problem using neural
network, on the whole, we deal with binary values, 0 and 1,
representing the truth information. However, it is not exactly

/ Input Pattern: Ix/

/ Input Pattern: Ix/

Falsity target
value:f(x )=
(£, 0. F, 06, ()

A4 \ 4
Truth NN Falsity NN

Truth target
' value:t(x))=
true. Hence, degrees of truth must be considered. For degree| / (t,(x).t,(x)....t (x)
of truth, its value is in the seD, 1]. Instead of considering

only the truth information, the complement of the truth which

is the falsity information should also be considered since the
predicted output may not exactly true. Therefore, the truth
neural network and the falsity neural network are created
in order to predict the truth output and the falsity output,
respectively. These two outputs are predicted in the sense that
they should be complement to each other. If both output values
are similar then it is an indicator that we may have to readjust
parameters of neural networks. The combination of these two I
networks is called complementary neural networks (CMTNN). Aggregation

Both truth and falsity neural networks are created based on the

implication rules shown in TABLE I.
Complementary neural networks model

Y
Truth Output:T(x )=
(T, T, (), T (X))

4
Falsity OutputF(x,)=
(FL (%), F,(x,), ... F (X))

TABLE |

Fig. 1.
IMPLICATION RULES

Type of NN Input  Target  Output (Inference) from both trained networks can be aggregated to form the final
output which is then classified into one of theclasses.
Truth NN True True True
Falsity NN True False False

I1l. ERRORCORRECTINGOUTPUT CODES

ECOC is an information theoretic concept used to correct
S errors when transmitting data in communication tasks. The

Fromthe table, the logical implication “ifX" thenY" (X —  jgea of these codes is adding some redundant cases which do
Y)" is applied. If we know thatX andY" are true, we then not match with any acceptable solution in the output set. If one
get its inference also true. On the other handXifs true but f these cases appears after data is transmitted, the system will
Y is false, then its inference is false. In the training phase gfjize occurence of the error. In classification process, vector
CMTNN, X andY are considered as the input feature ang; features (patterns) is transmitted into the set of defined
the targgt value, respectively. The inference is considered @$sses where classes are represented by codewords. ECOC is
the predicted output. _ believed to improve classification’s performance by dividing a

Suppose that we have patterns, each withn features, iiclass problem into binary-class sub-problems and correct-
and we want to classify patterns info classes. For eachiyg errors in the decision making stage as well. Dietterich and
pattern, letz; be the input pattern of'" sample where gakiri presented three forms of ECOC based on the number
i=1,2,3,...,n, t(x;) be the truth target valugf,(z;) be the o jass ) which are exhaustive codes f&r < k < 7,
falsity target valueT’(x;) be the truth output valuet(z;) be  column selection from exhaustive code for< k < 11, and
the falsity output value. Notice that the relationship betweggnqomized hill climbing and Bose-Chaudhuri-Hocquengham
the trqth target value and its complement which is the faIsi@gCH) codes wherk: > 11 [20]. Besides, random generation
value is of the codewords is a recommended method [20], [21].
fxi) =1 —t(xi). In this work, we focus on exhaustive code and random

ECOC, obtained from random generation method, which can
be explained as follows.

For example, if
t(z;) = (10000, 01000, 00100, 00010, 00001),
then its complement is

f(xz;) = (01111,10111,11011, 11101, 11110).

A. Exhaustive Codes

For data set having classes whel < k£ < 7, a code of

. . o . length2*~! — 1 can be constructed where
The process of solving multiclass classification using comple- . :
class 1 : All strings are one,

mentary neural networks is shown in Fig. 1. ) _ _

After the input patterns, the truth andg falsity target values class 2 : There are"~* zeroes followed by2*~* — 1
are entered, the truth and falsity neural networks are trainerc}es’I - Th 53 followed bk—3
to predict degrees of truth and falsity output value separatelﬁé” N ajsbS 2,:3 e_rel are dz?rﬁes, gbovie_?) _)21 ones,
After that, both trained networks can be used to predict t owed by zeroed, followed by ones.
unknown input pattern. The truth and falsity output obtained : :
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TABLE Il

. ; —1
classi : There are alternating runs a@f—* zeroes and RANDOM ECOCWITH k — 8, L — 15 AND Hy + Hy, — 17

ones [20].
For example, wherk = 4; length of code hag*~! — 1 =7

L . cl Codeword
digits where class 1 is 1111111, class 2 B4s? = 4 zeroes ass odewor
and2*~2—-1 = 3 ones, class 3 hax'~3 = 2 zeroes2* 3 = 2
ones,2*~3 = 2 zeroes an@*~2 — 1 =1 one, and class 4 has 1 001110010000000
244 _ 1 zeroes 244 — 1 ones, 244 — 1 zeroes 244 — 1 2 001000100011001
gi-d _ { gi—d _ 1 it 1 i 3 011001000110001
one, = 1 zeroes, =1 ones, an = 1 zeroes; 2 111101111011001
see TABLE II. 5 011011011000001
6 111001011011010
TABLE 1l 7 111001101001101
EXHAUSTIVE CODES WHENE = 4 8 110011010010010
Class Codeword
1 1111111 Moreover, another codeword form , which is One-Per-Class
2 0000111 (OPC) code, is also considered and compared to the ECOC
i 8 2 (1) i g 2 (1) code. OPC code is a simple code. It can be described as

follows.

For data set having classes, the OPC code of classs
the codeword withk digits wherei'” digit is one and other
digits are zero for = 1,2, 3, ..., k. That is, OPC-code matrix
B. Random Error-Correcting Output Code is the identity matrix of sizé:. The examples of OPC code’s

The constuction for the randomly generated ECOCs can $gsigns fork = 8 are shown in TABLE IV.
described as follow.

Let C be a codeword matrix with sizex L wherek is the
number of class and is a length of codeword. Each element
in the matrix is set to either 0 or 1 randomly. There are three

TABLE IV
ONE PER CLASS CODES WITH: = 8

main issues for design codeword matéikincluding Class Codeword

e how many used columns or codeword length (L),

e distance between rows, and 1 10000000

e distance between columns_. _ _ _ g 8 (1) (1) 8 8 8 8 8
On average, when the length is increased, Hamming distance 4 00010000
between any pairs of codewords will increase in which longer 5 00001000
codewords might provide almost optimal code. However, it g’ 8888832 8
was found that beneficial effect of optimal code is decreased 8 00000001

comparing with random code when code’s length is increas-
ing [22]. For convenience in decoding, = 15 is selected.
Let Hy, be the minimum distance of any pair of rows in
the matrixC; and H,, be the minimum distance of any pair

of columns in the matrixC; for i = 1,2,3,...,500. From IV. EXPERIMENTS
theory of error-%orrecting codes, the code matfixcan be A. Data Sets
corrected up tq —5— | errors[18]. In other words, minimum gy qata sets used in this experiment which are balance,

Hamming distance determines error-correcting ability. For t"‘(?éhicle, nursery, Ecoli and yeast are selected from UCI ma-

code matrices with the same length, matrix having more er¥ine |earning repository [24]. The characteristics of each data
correction ability performs better [22]. Thus, in order to avoidat are summarized in TABLE V. All data set is of type
misclassifications, the Hamming distance between every pail«sification and has more than two classes.

of codewords should be as large as possible. Since distance
between columns determines independence of base classifier,
maximum Hamming distance between any pair of column B Experimental Methodology and Results
required. There are five main steps to solve multiclass classification
In our experiment, the best codeword matrix from randogyoblem:
500 times is applied. The selected codeword mattixnust
provide the maximum of the suff;, + Hy, [23], i.e., 1) Preparing the data
¢ =A{Cs | Hy; + Hi, = m?X{Hki +HL b @ After data sets are selected, each raw data set is nor-
fori =1,2,3,...,500. The examples of random ECOC formalized to numeric form in the set df, 1]. Let X =
k = 8 is shown in the TABLE lII. {z1,29,23,...,2,} be a set of numeric data with samples.
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\

TABLE V
Truth target
UCI DATA SETS USED IN THIS STUDY value
Learned classification
Truth NN function L,

Data No. of classes  No. of features  Sample set size Feature
vector
Balance 3 4 625
Vehicle 4 18 846 Fig. 2. Training Phase of neural network model
Nursery 5 8 12,960
Ecoli 8 7 336
Yeast 10 8 1,484 Truth target Feature Falsity target
Vowel 11 10 990 vaue vector vaue

Each z; is mapped to ber*"™al ¢ [0,1] using following

Falsity NN
formula. Truth NN y

;w”"al — _Ti T Tmin (3)

Tmazx — Tmin

X

\4 v

where . Learned classification Learned classification
Tnin = min{z; | ¥; € X}, function L, function L,
3

Tmaz = m?x{xi | z; € X},

Fig. 3. Training Phase of complementary neural network model
i =1,2,3,...,n. Then, data set will be separated into two
parts for training phase and testing phase using 10-fold

average method. vectors and their falsity target codewords. The process of
training phase of CMTNN model is shown in Fig. 3. CMTNN
2) Code design model consists of truth neural network (Truth NN) and falsity

neural network (Falsity NN) where architectures and properties
One-per-class codes and two forms of ECOC, exhausti@&Truth NN and Falsity NN are the same. However, the truth
code and random ECOC, are constructed based on the con®¥gtis trained from target codeword vectors to predict truth
described in section lll. Exhaustive code will be applied toutput but falsity NN is trained from complementary of target
balance, vehicle and nursery having number of classes fre@deword vectors to predict falsity output.
three to seven whereas random ECOC is applied to Ecoli,n testing phase, the rest data set will be used. Features of

yeast and vowel having more than seven classes. a new sample are transferred through the truth NN and falsity
NN basing on the learned classification function from truth NN
3) Classification and falsity NN, respectively. Then the truth and falsity outputs,

T(x) and F'(x), are obtained. The testing phase algorithm for

NN and CMTNN models are constructed and compare@MTNN is shown in Fig. 4.

The classification algorithm is separated into two parts: train-
ing phase and testing phase in which each phase can be / Festure vector /
explained as follows.

Let z be a vector ofm features,C; be a set of codewords
for truth information,C'; be a set of codewords for falsity
information, D; be a truth training set and; be a falsity Truth NN Fals
training set WhICh are denOted by with learned classification wnhlearlzdtgagf'i\:ation

x = (x1,22,23, ..., Tm) € X, function L, function L

Ct = {ctl,ct2,ct3, veey Ctk},

Cf:{Cflvcfmcfs""’cfk}’ A

Dy ={< z,¢; >€ X x C;} and _ w\l @M

Dy ={<z,c; > X x Cy}, respectively.

In training phase of NN model, only truth target values are
used to train neural networks to predict truth output valueSyg. 4. Testing Phase of complementary neural network model
see Fig. 2.

For CMTNN, input informationD; including feature vec-  Since the predicted codeword®(z), aggregating from
tors and their truth target codewords are trained using fedte truth and falsity output, may not perfectly match to
forward backpropagation method to obtain the classifier funitie predefined class, the decoding method is required for
tion L; : X — C,. By the same way, the functioh; : mappingP(z) — C;.

X — C} is obtained using input sé?; constituting of feature
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TABLE VI
AVERAGE CLASSIFICATION ACCURACY OBTAINED FROM THE TEST DATA

%correct

Method
Balance Vehicle Nursery Ecoli Yeast Vowel
NN OPC:
min. dis. 83.72 56.59 87.95 74.56 0 16.36
ECOC:

min. dis. 89.45 60.17 89.91 83.04 24.47 33.03

CMTNN  OPC:
min. dis. 91.68 68.09 88.04 79.33 2447 31.01
T>F 91.68 68.09 88.04 58.53 4791 39.19
ECOC:
min. dis. 92.00 82.62 91.00 84.81 5210 41.92
T>F 91.69 82.50 82.48 8481 5183 4192

4) Decoding

Let ¢; = cicic}..cl, ¢y = cipcich.cf, TiTaT3.. Ty, € From the experiment, the accurate percentages of classifi-
T(x) andFy Fy F3...Fy, € F(x) whereL is length of the code- cation are obtained showing in TABLE VI.
word. The decoding technique basing on minimum distanceResults shown in TABLE VI can be explained in three

andT > F are applied and described below. parts: results obtained from NN, CMTNN, and the comparison
e Minimum distance between these two models.

For fixed z, find the distanced between output and each e Results obtained from NN model

predefined class for CMTNN model as following: The first part of TABLE VI shows the results obtained from

. . NN model using OPC code and ECOC based on minimum
i i distance. We found that all data sets give better results when
d= Z 1T = cil + Z |Fi = el “) applying ECOC.
=1 =1 .
. . ... e Results obtained from CMTNN model
Note that if we decode on the neural network dealing only W'tPhe second part of TABLE VI shows the results obtained

the truth output, there are only one term in the right hand Sidf?(bm CMTNN in which two types of codeword are also

Th.enTtichlass with minimum distance is chosen. compared. For OPC code, usifig > F as the decoding
Since this technique requires both truth and falsity outputs,t‘lgtChnlque provides more accuracy prediction for yeast and

vowel, worse results for Ecoli, and similar results for balance,

if the truth output value is greater than the falsity output valu\li(_eehICIe and nursery than the_mmlmum_ dlstanc_e technique. For

T > F. then 1 is returned. Otherwise. O is returned. The COC, applying minimum distance gives a bit better results
! v y : X ?dr balance, vehicle and yeast, and similar results for nursery,

binary values ofl, digits are obtained. If these values fom]EcoIi and vowel. Considering results obtained from CMTNN

o be one of defined codewords, class is assigned. OthenN'r%%’del based on minimum distance, it was found that ECOC

mlz;g:Thils:)arggiec,fgghg;ggse Iiz aopbecgier?é d from decoding Rerforms better results than OPC. Also, ECOC provides better

will be compared to the truth target codeword to evaluate sults than OPCb_w_hen Cul\j'_lr_ﬁNCMLNENCgaéed 13r_1 d> Ft; t

efficiency of the proposed method which is shown in the ne h average, combining and & provides better

step performance when compared to combining CMTNN and OPC

' code.
e Comparison results between NN and CMTNN models

In the OPC code with minimum distance, CMTNN model

The percentage of accuracy prediction can be Calcula{gaproves the classification performance as compared to NN

using following formula model for all data sets which is the same trend when using
' ECOC code with minimum distance. Therefore, we can con-

can be applied only for CMTNN model. For eaéfi sample,

5) Evaluation

# correct predicted samples

% correct = x 100. (5) clude that CMTNN gives better results than NN. It can also be

# all samples noted that, CMTNN and ECOC based on minimum distance

To obtain percentage of improvement, the original value apglovides the highest accuracy percentage of prediction for all
new value are used; see equation 6. data sets.

In each data set, results obtained from six techniques are
x 100. compared and shown in Fig. 5 to Fig. 10 including balance,
(6) vehicle, nursery, Ecoli, yeast and vowel, respectively.

new value — original value

% improvement = —
original value
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Fig. 5. Comparison results of balance data set from various techniqu€sy. 8. Comparison results of ecolii data set from various techniques:
(1) NN+OPC, (2) NN+ECOC, (3) CMTNN+OPC+minimum distance, (4X1) NN+OPC, (2) NN+ECOC, (3) CMTNN+OPC+minimum distance, (4)
CMTNN+OPCH" > F, (5) CMTNN+ECOC+minimum distance, and (6) CMTNN+OPCH" > F, (5) CMTNN+ECOC+minimum distance, and (6)

CMTNN+ECOCHT > F CMTNN+ECOCHT > F
90 60
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80 —
40
) = s 30
9 =]
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60 . s s
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5 | 0
= 1 ) 3 4 5 6 1 2 3 4 5 6

Technique Technique

Fig. 6. Comparison results of vehicle data set from various techniqudsg. 9. ~ Comparison results of yeast data set from various techniques:
(1) NN+OPC, (2) NN+ECOC, (3) CMTNN+OPC+minimum distance, (4X1) NN+OPC, (2) NN+ECOC, (3) CMTNN+OPC+minimum distance, (4)
CMTNN+OPCH" > F, (5) CMTNN+ECOC+minimum distance, and (6) CMTNN+OPCH#" > F, (5) CMTNN+ECOC+minimum distance, and (6)
CMTNN+ECOCH > F CMTNN+ECOCH" > F

95

We observe from TABLE VI that percentages of classifi-
cation accuracy obtained from data set having less number

of classes are higher than accurate percentages obtained from
90

B data set having more number of classes. It might be because
of the more defined classes the more error probability.
TABLE VII shows the increased accuracy percentage of
T B [ | each method comparing to our proposed method. Each value is
calculated using (6). However, there are some problems when
o | | applying this equation to NN model with OPC code for the
yeast data set because its denominator is equal to zero. That
is why we cannot calculate the percentage of improvement for
B s 3 4 5 6

this method. Since there are two decoding techniques applied
to our method, averaging of these two values can be used
Technique as a representative for the comparison. It can be seen that our
method much affects results for balance, nursery, and Ecoli and
Fig. 7. Comparison results of nursery data set from various techniquesg;; ; ; ;
(1) NN+OPC. (2) NNAECOC, (3) CMTNN+OPG-Hminimum distance. (4)$fune affects results for vehlcle, yeast, and vowel considering
CMTNN+OPCHT > F, (5) CMTNN+ECOC+minimum distance, and (6) TOM high percentages of improvement.
CMTNN+ECOCH > F Therefore, we can conclude empirically that the CMTNN
model provides better performance than NN model and ECOC
Issue 3, Volume 5, 2011 271
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TABLE VII
THE PERCENT IMPROVEMENT OF THE PROPOSED TECHNIQUEMTNN+ECOC)COMPARED TO OTHER TECHNIQUES

%improvement of CMTNN+ECOC on average

Method
Balance \ehicle Nursery Ecoli Yeast  Vowel

NN OPC :
min. dis. 9.70 45.89 3.47 13.75 - 156.23

ECOC :
min. dis. 2.68 37.21 1.21 213 11236 26.91

CMTNN  OPC:
min. dis. 0.18 21.25 3.36 6.91 112.36 35.18
T>F 0.18 21.25 3.36 44.9 8.46 6.97
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