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Abstract—The paper presents a model for data (IP) communication network design that uses self organizing neural networks and graph theory adapted algorithms to improve its reliability and efficiency. The resulting architecture is a layered hierarchical network; the first layer represents the core of the network and has a ring topology while the second layer has a tree topology with a maximum depth constraint. The model is aimed towards providing a close to optimal solution for large problem configurations that are unsolvable in polynomial time.
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I. INTRODUCTION

THE paper presents the development of an optimum optical infrastructure planning model based on self organizing neural networks. This system has been added as a functionality into an preexisting Network Management System[1].

The strong demand for Internet services in the recent years has had a great impact in the development of communication networks. Because rapid growth was, and still is, based on ad-hoc decisions taken in the absence of a development plan, in time it has led to rather poor network architectures (incurring efficiency and reliability issues) and other inherited design problems. Because of ineffective management and lack of understanding in regard to the expansion or assimilation process, in almost all situations technical departments are still subjected to very strict budgets and time pressures. This forced them to make compromises and quickly incorporate parts of the newly acquired infrastructure. This in turn leads to suboptimal designs, loss of quality, inheritance of existing network and design problems and even lack of complete information or control.

Another cause leading to an uneven expansion of a network is related to the non-uniform distribution of internet service demand. Over the last decade the Internet has evolved very rapidly from a relative scarce commodity present only in universities or as a luxury item (available only to a rather wealthy segments of population) to an affordable, commonplace service (following a drastic decrease internet connection pricing) and even to a state guarantee right in countries like Finland. The geographical areas needed to be covered have started from just several interest points of wealthy districts to cover to a high degree entire countries.

The European Union has stated its support for all programs identified as Information Society [13] which have become a key priority for structural funds interventions with a strong emphasis on demand for services and applications. These programs are designed to convince and support ISPs to invest and develop new infrastructure in areas that will otherwise be deemed unprofitable. This strategy opened the race for Internet infrastructure development in rural areas.

Another usual form of company development is to buy-out other smaller, local companies. Because of high acquisition costs, most often companies do not afford to invest money in the assimilation process. Normally during the assimilation process the best approach would be to keep the infrastructures separate, extend the existing well-thought infrastructure, and migrate the customers to it and the end shutdown of the unused old infrastructure. This process can be very expensive especially if the area of operation of the two internet service providers is not overlapping.

The current trend of technology in the last decades has shown optical networks to be the preferred choice in infrastructure development both for the core of the Internet and last mile connections in metropolitan area networks. The advantages of using fiber optics in metropolitan area networks is that it has virtually no constrain on cable length. On the other side, active terminator equipments are expensive. The introduction of Voice and Video over IP (VoIP and VVoIP) communications and IPTV service has increased the need for reliable and robust network designs. One of the best ways to increase the reliability and robustness of a network is...
to introduce redundancy.

Redundancy can be achieved in several ways in optical networks.

II. REDUNDANCY IN IP NETWORKS

The best way to ensure redundancy in IP networks is to have two different physical (and geographical) optical circuits between each node. In this situation, because the two links start in the same device and end in another, they can be aggregated at Layer 2 level using a link aggregation or port trunking technologies such as EtherChannel [2]. The advantage in this case is that the two links can be used simultaneously and bandwidth is cumulated. If one of the links fails there is very little down time (less than 1 second). However this solution is not cost effective because it doubles both the number of links and interfaces needed for every device in the network.

The less expensive solution is to use ring topologies together with Layer 2 protocols or Layer 3 protocols to do load balancing and reroute traffic when one link fails. However, these protocols have higher convergence time in case of a topology problem and the network is still vulnerable if two distinct incidents occur in the same time. This will be reflected further on.

Giving the economical constraints of the technical solutions, the Internet Service Providers mainly rely on ring topologies and use optical cables that enhance reliability and offer high bandwidth capabilities. In order to improve redundancy, the network is split into several regions that have important devices interconnected in a ring.

The goal of our model is to obtain a near-optimal solution to connect several locations within a city, respecting a given network hierarchy and minimizing the cost expressed as geographical distance (i.e. minimizing cable length).

FIG. 1 Multi-layer network architecture

Giving the economical constraints of the technical solutions, the ISPs mainly rely on ring topologies and use optical cables that enhance reliability and offer high bandwidth capabilities. In order to improve redundancy, the network is split into several regions that have important devices interconnected in a ring.

The resulted network topology is a multi layer hierarchical network (fig 1).

- **The first layer is the backbone layer.** The backbone layer is a fiber optical ring that uses high bandwidth optical interfaces and covers a large area in a city. This layer is designed to offer a high capacity path for the aggregated traffic to exit the ISP network. There are two types of routers operating on this ring. The Backbone Exit Routers (BER) and the Core Routers (CR). BER routers are the communication gateway between the distribution layer and the backbone layer and in consequence are part of both layers. The CR is gateway with the exterior of the ISP network meaning that all the traffic leaving the network if forwarded outside by it.

- **The second layer is the distribution layer.** This layer is formed out of several independent fiber optical rings. Each of these rings is connected to the backbone layer via a BER router and contains multiple network exit routers (NER). NER routers are the gateway between the distribution layer and the access layer and belong to both layers.

- **The third layer is the access layer.** This layer is formed out of several parallel access sub networks that interconnect customer locations with the distribution layer. The access sub networks have a hierarchical topology starting with the root node being a NER.

The presented network topology has a high degree of resilience and is cost effective because it minimizes the use of high bandwidth, long distance optical transmitters. The topology is also in accordance with the Cisco recommendations for building scalable network further more this topology is used by several large ISPs operating Europe such as Swisscom and Airbites.

III. PROBLEM STATEMENT

Given a set \( V \) containing geographical locations that need to be interconnected in \( n \) distribution rings and \( \mathcal{M}_i \) access sub-networks. It is requested to generate an optimum graph \( G(V,E) \) representing the network infrastructure, where \( E \) represents a set of links between locations in \( V \), and \( G(V,E) \) has the following properties:

- \( \exists K \) where \( \mathcal{K} \in V \) and \( K \) is core router
- \( \exists G'(V',E') \) which is a sub graph of \( G(V,E) \) where \( |V'| = n+1 \) (\( | | \) cardinal operator) and \( |E'| = n+2 \) and \( E' \) forms the Hamiltonian circuit and \( K \in V' \) (the backbone ring)
- \( \exists G''(V_i',E_i') \) with \( 0 \leq i < n \) a set of sub graphs of \( G(V,E) \) where \( |V_i'| = n+1 \) (\( | | \) cardinal operator) and \( |E_i'| = n+2 \) and \( E_i' \) forms the Hamiltonian circuit (the distribution rings) and

\[ V_l \cap V_j = \emptyset \text{ where } l \neq j, 0 \leq l,j < n \]
The problem is focused at this point on the economical constraints, the robustness of the network is ensured by the network architecture. The resulted network will have a topology similar to the one presented in Fig. 1. The problem complexity is easy to assess by decomposition of the problem in three different sub-problems equivalent to each layer of the network. At the first layer, the backbone layer:

- the first step is grouping the locations in clusters further referenced as “regions” based on their geographical connections. The complexity and quality of the grouping is strictly related to the clustering algorithm and for the moment we can assume it to be polynomial. The locations closest to the cluster centroids will designated to be BER locations;
- the second step is to solve a Hamiltonian circuit, also known as the Traveling Salesman Problem (TSP) [3] for the nodes selected to be part of the backbone ring (BER). The formulation of the TSP problem is: find the minimum-length tour through N points (or ‘cities’) by visiting each point only once. Although the problem seems simple and humans are known to offer good solutions even for medium size ones [4], the problem is NP-complete [5] and thus unsolvable in polynomial time at the moment. Overall, the algorithm complexity assuming that the clustering algorithm is ideal and offers the optimum clustering solution, is still going to be NP-Complete because of the TSP problem [8].

At the second layer, the distribution layer:

- the second step is further grouping the locations in the current region in clusters that will make up the access networks. The clustering is done again based on geographical locations and information about traffic demand. The number of clusters in region is equal to \( m_t \). The nodes closest to the cluster centroids become the NER;
- the third step is to link all the NER in one region in the optimum ring and to solve the Hamiltonian circuit problem. At the third layer, the access layer:

  - the first step is to distribute all the minim spanning trees (MST) for each of the clusters starting with NER as the centers of the network;
  - the second step is to run a heuristic algorithm to reoptimize the network structure to improve robustness by reducing the maximum depth of the tree and reduce the risk of overloading one link by ensuring that nodes that consume more traffic are linked closer to the root node. The network resulted after the re-optimization process is not necessarily a MST solution anymore. However the process can be controled by using the minimum cost (a MST solution that provides by default the minimum cost) as a reference and making sure that the new network doesn’t deviate more than a certain percent from it.

The algorithm uses two steps that involve finding the smallest ring that will pass through all the locations and have the minimum cost. As seen in step two for the first layer the complexity of solving this problem is NP-complete making the entire algorithm NP-complete. Since exploring the entire solution space is not possible because of the high number of possibilities, approximations algorithms are used.

The algorithm used to solve the optimum ring problem is based on self organizing neural networks.

IV. PROBLEM SOLUTION USING SELF ORGANIZING NEURAL NETWORKS

A. Self organizing neural network

Self organizing neural networks are categorized as unsupervised neural networks. They are designed to discover correlations in the input data and to form categories. This type of neural network is inspired by the property of the human brain to self organize upon receiving inputs presenting similar patterns.

In literature neural networks and especially associative neural networks have been used to solve optimum problems [6]. The general approach in these problems as well as in our situation is to define an energy function similar to the potential energy in physics.

The stability of the entire system is determined by the
energy function. Similar to physics, the lower the energy of the system, the more stable it is. All the imposed restrictions of the optimum problem need to be reflected in this energy function. The tendency of the system to shift towards a lower energy configuration during the simulation is the only mechanism leading to a solution for the optimization problem.

In this case this method is applied to solve two combinatorial problems for the minimization of distance between centroids and the nodes from the same cluster (the clustering problem) and between nodes that make up the same ring (the Hamiltonian circuit).

Depending on the problem addressed the self organizing neural networks have different topologies that incorporate the restrictions of the problem.

B. Solving the partitioning problem

The general cluster analysis is composed of two important steps: determination of the number of clusters needed and the classification of the data into clusters. In the proposed model the cluster analysis focuses on the second part. A self organizing neural network algorithm is used to group the locations in geographical regions that later are interconnected to form a given number of sub-networks which is an input parameter of the model.

The self organizing neural network consists of an input layer and the Kohonen layer. The Kohonen layer is usually designed as a two-dimensional arrangement of neurons that maps an N-dimensional input to two dimensions, preserving topological order, but for the purpose of identifying cluster membership, we use a one-dimensional Kohonen layer.

The input layer of neurons is fully connected to the Kohonen layer. The Kohonen layer computes the Euclidean distance between the weight vector or more intuitively the current location of the neurons in the 2D space and the input pattern. This is done for all the neurons in the network. The closest neuron in terms of Euclidian distance is selected winner and is activated together with the other neighbor neurons.

The Kohonen layer of our model is a one-dimensional array of neurons, indexed by \( i \) where \( 0 \leq i < n \). The index identifies a specific location and also indicates the neighbor relation between two nodes by the absolute difference between the two indexes. Because self organizing neural networks are trained by an unsupervised competitive learning algorithm, a process of self organization takes place [7].

The neuron that was declared winner updates its weights and migrates towards the current input location. The migrated distance is equal to the distance between the neuron and the current location multiplied by the learning rate. Similar to the winner neuron, the neighbor neurons are also updated with the same value multiplied by a penalty function also known as the neighborhood function.

\[
\hat{d}(i, w) = |i - w|
\]

\( \hat{d} \) absolute index distance function

\[
f(d, y) = \begin{cases} 0 & \text{if } d < n/10 \\ \exp (-d^2/(2\sigma^2)) & \text{otherwise} \end{cases}
\]

the neighborhood function

\( \sigma \) the total number of sub networks

\( \theta \) neighborhood influence loss coefficient

In one epoch all the locations are used as input of the neural network once. The network will enter another epoch if at least one neuron has changed its location in the previous epoch with a distance \( \Delta d > 0.1 \). This is also known as the convergence condition.

During the self organization process, the weights of the neurons asymptotically converge towards the values of cluster centroids. These weights are used afterwards to partition the locations into geographical regions. All the locations from one region will be interconnected by the same sub-network. When the neural network has converged, the weights of each neuron represent the coordinates of a cluster centroid. Each location is then associated with the cluster whose centroid is the closest.

The clustering algorithm is the following:

1. Initialize \( n \) neurons with random position distributed around the geometrical center of the locations \( \{x_i, y_i\} \). Initialize learning rate \( \mu = 0.6 \), energy loss coefficient \( \theta = 0.1 \), epoch counter \( t = 0 \) and \( \alpha = 0.12 \).
2. Initialize a list that contains all the locations \( V \) and perform a random shuffle.
3. Initialize a list with the initial location of each neuron.
4. For each location in the list:
   - For each neuron select the neuron \( w \) closest to the current location.
   - Adjust the neighbor neurons keeping in mind the index distance from the current neuron in the hierarchy.
5. Increment epoch \( i = i + 1 \).
6. Adjust the neighbor influence loss coefficient by multiplying it with the learning rate. \( \theta_i = \mu \times \theta_{i-1} \).
7. For each neuron calculate the distance \( \|d\| \) covered during the last epoch using the list saved in step 3.
   - If \( \|d\| < 0.1 \) go to step 2.
8. For each location in \( V \) find the closest neuron and assign the location to the cluster represented by the neuron.

C. Solving the optimum ring topology

In the adaptive neural network approach, a set of nodes connected by a certain type of interconnected network is modeled. Based on the inputs that a node receives, a certain output is computed and the results are propagated to the other...
nodes. The strength of the output propagation signal in the network is dictated by the self organizing mechanism. The major difference between the Hopfield neural networks which are not trained based on the problem data is that the adaptive learning neural networks are trained by repetitive presentation of input data.

The heavy interconnected neural networks characteristic to Hopfield networks are replaced with a simple neural network topology with $O(n)$ nodes and $O(n^2)$ connections. In terms of topology, the self organizing neural networks are also similar to elastic networks. The difference between the two network types is the adaptive training mechanism.

Both elastic networks and self organizing networks start from a ring shape topology that is gradually elongated towards each node (‘city’). When the network converges the ring will represent the tour. The energy function used in self organizing networks is based on a competitive mechanism designed to stretch the ring towards each city.

Kohonen advises that the convergence speed is higher if the initial neighborhood function $f(x)$ is rather wide in the beginning allowing fast competitive learning and is gradually decreased as epochs pass. The neighborhood function plays an important role in the determination of good quality solutions and also the time need for the network to stabilize. Its main characteristics are:

- In the beginning to assign a larger importance to the nodes near the winner node so that these nodes move faster tot the location presented as the input set
- This attraction force should decrease over time as epoch pass

In literature there are several such neighborhood functions coupled with other modifications: the Angeniol method permits the alteration of the neural network structure. The number of neurons increases according to the creation mechanism which is essential for obtaining near-optimal results. In the neuron creation process, a neuron will be duplicated if during one epoch it has been chosen as the winner for two different locations.

The neural network structure will be altered and the newly created neuron is inserted into the ring as a direct neighbor of the winner node. Both the new added neuron the winner neuron are prohibited from being the declared winners in the next competition epoch.

This approach guarantees that the identical neurons are separated because of the moves of their neighbor neurons. In addition a deletion process occurs if a neuron has not been chosen as the winner during three complete cycles of iterations. The neighborhood function used in the Angeniol method is:

\[
f(x) = \frac{1}{e^{\frac{x^2}{2}}}
\]

\(x\) the cardinal distance from the current neuron to the winner

The Guilty net method is based on a competitive learning network with a conscience mechanism which is employed to separate neurons that have converged to the same city. One of the pitfalls of the Kohonen algorithm is its inability to update all of the nodes properly, allowing neurons to get stuck out in isolated regions from where they never get out, while some other neurons learn many times and start to oscillate between two locations. The conscience mechanism proposed by Desieno is based on the simple idea to produce equiprobable weights in Kohonen learning. The method restrains the neurons from claiming several locations in the same round. The proposed algorithm for solving the optimum ring topology uses a neural network in which the neurons number is twice the number of locations that need to be interconnected.

Other hybrid methods that include genetic algorithms combined with neural network [15] have also been considered, however their results have not been mentioned for this problem.

![Fig. 2 Conventional neural network view and 2D view of neurons' positions](image)

The inputs of the neural network are two-dimensional and represent the coordinates of the $n$ location points. There are exactly $2n$ neurons. Each has two weights corresponding to the two inputs that also represent the output. In addition to the traditional neural networks, the neurons are linked together in a ring topology. Each neuron $i$ is linked with two adjacent neurons with id $((i+1) \mod n)$ and $((i-1+n) \mod n)$.

In the initial phase the neurons are initialized and located on a ring that is centered around the center of the distribution. In the current model, the center of the ring is placed around the geometrical center of all the BER locations and for each sub-network around the geometrical center of the NER responsible for that sub-network.

After placement, an iterative process takes place: in each epoch a complete list of locations is generated and randomly shuffled. For each location, the neuron closest to the location is declared the winner. A neuron can only be a winner once in epoch and consequently only for one location. The weights of the neuron are adjusted as to shift it towards the desired location. The shift is equal with the difference between the winner neurons coordinates and the location coordinates, multiplied by the learning rate. The rest of the neurons are
updated similarly by the formula:

\[ O_{t+1} = O_t + \mu w f(d(i, w)) (L - O_t) \]

- \( O_t \): the output of neuron \( i \) in epoch \( t \)
- \( i \): the coordinates of current location
- \( w \): the winner neuron index
- \( f(x) \): the neighborhood function
- \( d(l, w) \): absolute index distance function

\[ d(i, w) = \min \{ |i - |w|, |i - w| \} \]

- \( n \): the total number of locations
- \( i \): the coordinates of current location
- \( w \): the winner neuron index

\[ f(d, \theta) = \begin{cases} e^{-\alpha d^2} & \text{where } d < n/5 \\ 0 & \text{else} \end{cases} \]

- \( n \): the total number of locations
- \( d \): absolute index distance function
- \( \theta \): energy loss coefficient

The iterative process is repeated until stabilization is achieved. Stabilization is achieved when all locations have been occupied by a neuron.

The algorithm for solving the optimum ring topology is:

- Initialize \( 2n \) neurons with the coordinate of a circle located in the geometrical center of all the locations \( \left( \bar{x}, \bar{y} \right) \).
- Initialize learning rate \( \mu = 0.6 \), energy loss coefficient \( \theta = 0.1 \), epoch counter \( i = 0 \), and \( \alpha = 0.12 \).
- Initialize a list that contains all the locations designated to be part of the core ring and random shuffle the list.
- Initialize neuron winner list \( lw \).
- For each location in the list:
  - For each neuron select the neuron closest to the current location that is not in the list \( lw \).
  - Adjust the neuron’s weights and add it to the \( lw \) list.
  - Adjust the neighbor neurons keeping in mind the distance from the current neuron in the hierarchy.
- Adjust the energy loss coefficient by multiplying it with the learning rate.
- \( O_t = \mu w (L - O_t) \)
- Increment epoch
- \( i = i + 1 \)
- For each location \( L \) in the list
  - Initialize \( S = 0 \)
  - For each neuron select the neuron closest to the current location as \( P \)
  - \( S = S + d(l, P) \)

- If \( S > 10^{-8} \) go to step 2.
- For each neuron in index order \( i \) find the location \( L_i \)
- Skip if is the first one
- Add to \( E \) part of the problem solution \( G(E, V) \) the link \( (L_i, L_{i+1}) \)

This proposed algorithm has shown satisfactory capability for providing high quality results with reasonable computational efforts. In contrast to other approaches, the algorithm used is easy to configure and adjust. A black box test using a subset containing large and medium problems has shown that the algorithm provides solutions with results within 1.3% of optimality in a fraction of the time required to determine the optimal solution, as will be further detailed.

V. MODEL PERFORMANCE AND RESULTS

In order to test the performance of the model, two standard problem scenarios have been used:

- The first scenario is defined by 200 locations that need to be connected along with their geographical locations and 10 levels maximal depth allowed in a sub-network. All the points are geographically located within an area of 2.5 km x 2.5 km.
- The second scenario is defined by 2000 locations that need to be connected along with their geographical locations and 10 levels maximal depth allowed in a sub-network. All the points are located within a 20 km x 20 km area.

The performance of the solution is evaluated based on the cost of implementation as a function of the total amount of fiber optical cable used (less is better) along with the robustness of the network (more is better).

In order to evaluate the robustness, several network failure events are randomly generated and used in all test cases in order to preserve consistency. All network events have the same duration in time, are not concurrent and affect only one node at a time. However, because of the network topology, a failure can affect more than one node. The first node of the ring is considered to be the network exit router. If during a network failure a node has no path towards the exit router, it is considered to be down. The robustness of the network is measured as the number of operational nodes divided by the number of network events and divided by the number of nodes.

\[ A(x) = \begin{cases} 1, & \text{if node } x \text{ is operational} \\ 0, & \text{if not} \end{cases} \]

- \( A(x) \): the availability function
- \( x \): the current node
- \( I_r \): the network robustness indicator

\[ I_r = \frac{\sum_{j=1}^{NE} A(j)}{NE * N} \]

- \( NE \): the number of network events
- \( N \): the total number of nodes
The total number of events \( N \)

The total number of nodes \( N \)

The results for the first scenario are:

The solution proposed by the model can be seen in fig.3. Because of the rather low number of points, only one region has been created.

The chart in fig. 4 reveals the relationship between the total amount of fiber optical cable needed to build the proposed infrastructure and the number of sub-networks.

The results indicate that the total amount of cable increases with the number of sub-networks. Also, it shows that there are two asymptotic limits both of the minimum amount and at the maximum amount of cable needed. These limits correspond to less than three sub-networks and respectively more than twenty sub-networks.

By testing the performance of the algorithm as a function of number of locations the complexity of the neural network clustering algorithm and the sub network generator is evaluated.

The chart in fig. 6 presents the performance of the algorithm when the model is ran for different size networks. On the X axis the number of locations that need to be interconnected is represented on a logarithmic scale. On the Y- axis the algorithm running time in seconds is calculated. These measurements have carried on a problem containing a constant number of sub networks equal in a network spitted in three regions. The results show that algorithm has a logarithmical behavior in respect to the number of locations.

The important results are not the absolute time needed to solve the problem, that can differ based on the implementation, but rather the dependency between time needed by the algorithm and number of locations which is logarithmical.
The model has been calibrated and integrated in a network that allows for efficient planning of a large area data infrastructure.

By testing the performance of the algorithm as a function of number of sub-networks, the complexity of the optimum ring topology performance can be analyzed.

The chart in fig. 7 presents the performance of the model as a function of number of sub-networks. The X-axis contains the number of sub-networks in a logarithmic scale. Similar to the previous chart, the Y-axis presents the running time of the algorithm when all other components are kept constant. The total number of locations that need to be interconnected is in this case 800 while the total number of regions is three. The tests have included a varying number of sub-networks of 3 to 50.

The results show that the algorithm execution time follows a linear shape distribution on a logarithmic scale. This indicates that the algorithm has a logarithmical complexity in the number of sub networks detected.

VI. CONCLUSIONS

The purpose of our work was to create a network design model that allows for efficient planning of a large area data network. The model has been calibrated and integrated in a network management system [9] that works with real geographical data.

The proposed network design is a balance between cost and redundancy. Because of the hierarchical structure of the network solution and the methods involved in solving the problem, it is impossible to obtain an exact optimum solution. However, the self-organizing neural network algorithms used offer a very close approximation of the optimum solution. In [10] solutions for solving the optimum ring topology show results within 1.3% of optimality in comparison to other traditional approximation methods that are within 3% of optimality.

The model can also be used by management as a method of assessing the cabling cost involved in building the infrastructure.

Although in real applications is not always possible to implement the exact proposed network and adjustments need to be made, the proposed network layout still offers very good results or at least an almost optimum starting point. An acceptable error margin can be calculated and added to the model similar to the one technical teams take in account while on-field. These margins usually depend on the topology of the environment (ex. urban, rural, aerial cable, underground cables) and will need to be adjusted accordingly.

Further extension of the model will take in account elements such as: the cost of the network, the price of the media converters, router interfaces and operational costs related to equipments.

Other concepts such as priority mechanisms in multi operator Fiber-To-The-Building access network concepts [12] and vulnerabilities assessment and security similar to the ones presented in [14] will also need to be take into account in the future research.

For a more realistic modeling of the sub network, information from the GIS system could be used, such as: road, underground ducts and building infrastructure data.
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