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Abstract— Using the Contraction Principle, Perov’s theorem and the General data dependence theorem, some results of existence and uniqueness and data dependence of the solution of the integral equation with modified argument

\[ x(t) = \frac{1}{\Delta} \int_{a}^{b} K(t, s, x(s), x(a), x(b))ds + f(t), \quad t \in \overline{\Omega}, \]

where \( \Omega \subset \mathbb{R}^{n} \) is a bounded domain and the functions \( K : \overline{\Omega} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times C(\partial \Omega, \mathbb{R}^{n}) \rightarrow \mathbb{R}^{n}, f : \overline{\Omega} \rightarrow \mathbb{R}^{n}, g : \overline{\Omega} \rightarrow \overline{\Omega} \), are given. Also several examples are given.
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I. INTRODUCTION

In the study of some problems from turbo-reactors industry, in the ’70, a Fredholm integral equation with modified argument appears, having the following form

\[ x(t) = \frac{1}{\Delta} \int_{a}^{b} K(t, s, x(s), x(a), x(b))ds + f(t), \quad t \in \overline{\Omega}, \]

where \( K : [a, b] \times [a, b] \times \mathbb{R}^{3} \rightarrow \mathbb{R}, f : [a, b] \rightarrow \mathbb{R}, t \in [a, b] \).

This integral equation is a mathematical model reference with to the turbo-reactors working.

The results obtained by the author for the solution of this integral equation regarding the existence and uniqueness, the data dependence, the differentiability with respect to \( a \) and \( b \) and the approximation of the solution, were published in papers [1], [3], [4], [5], [7], [8]. These results have been obtained by applying the Contraction Principle, Perov’s theorem, Schauder’s theorem, the General data dependence theorem and the successive approximations method with several quadrature formula.

Starting with the Fredholm integral equation with modified argument (1), we have also considered a modification of the argument through a continuous function \( g : [a, b] \rightarrow [a, b] \), thus obtaining the integral equation with modified argument

\[ x(t) = \frac{1}{\Delta} \int_{a}^{b} K(t, s, x(s), x(g(s)), x(a), x(b))ds + f(t), \quad t \in \overline{\Omega}, \]

where \( K : [a, b] \times [a, b] \times \mathbb{R}^{3} \rightarrow \mathbb{R}, f : [a, b] \rightarrow \mathbb{R}, g : [a, b] \rightarrow [a, b] \).

In the papers [10], [11], [12], [15] and [18] the results of existence and uniqueness, data dependence, differentiability with respect to a parameter and approximation of the solution of integral equation (2) have been published.

Also some properties of the solution of the integral equation (2) were published in paper [16].

These results have been obtained by applying the Contraction Principle, Perov’s theorem, the General data dependence theorem, the successive approximations method with several quadrature formula, the Abstract Gronwall lemma and the comparison lemma.

A generalization of the integral equation (2) is the following integral equation with modified argument

\[ x(t) = \frac{1}{\Delta} \int_{a}^{b} K(t, s, x(s), x(g(s)), x(a), x(b))ds + f(t), \quad t \in \overline{\Omega}, \]

where \( t \in \overline{\Omega}, \Omega \subset \mathbb{R}^{n} \) is a bounded domain,

\[ K : \overline{\Omega} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times C(\partial \Omega, \mathbb{R}^{n}) \rightarrow \mathbb{R}^{n}, f : \overline{\Omega} \rightarrow \mathbb{R}^{n}, g : \overline{\Omega} \rightarrow \overline{\Omega}. \]

Several results for the solution of the integral equation (3) have been published in paper [19].

The purpose of this paper is to give several results of existence and uniqueness and data dependence of the solution of integral equation (3).

In order to establish these results, the Contraction Principle, Perov’s theorem and the General data dependence theorem, have been used.

Also, some results from the papers [2], [6], [9], [13], [14], [17], [20] and [21] are useful.

II. NOTATIONS AND PRELIMINARIES

Let \( X \) be a nonempty set, \( d \) a metric on \( X \) and \( A : X \rightarrow X \) an operator. In this paper we shall use the following notations:

\[ F_{A} = \{ x \in X \mid A(x) = x \} \] – the fixed points set of \( A \)

\[ A^{n+1} = A \cdot A^{n}, \quad A^{0} = I_{X}, \quad A^{n+1} = A^{n} \cdot A, \quad n \in \mathbb{N}. \]

Also, we will use the Banach space \( C(\overline{\Omega}, \mathbb{R}^{n}) \)
endowed with the generalized Chebyshev norm defined by the relation:

\[ \|x\|_k = \max_{i=1}^{m}|x_i(t)|, \quad k = \overline{1,m}. \]

In order to study the existence and uniqueness of the solution of integral equation (3), we will use in section III the following two theorems:

**Theorem 1 (Contraction Principle)** Let \((X,d)\) be a complete metric space and \(A : X \rightarrow X\) a contraction \((\alpha < 1)\).

In these conditions we have:

(i) \(F_d = \{x^*\}\);

(ii) \(x^* = \lim_{n \to \infty} A^n(x_0), \quad \) for all \(x_0 \in X\);

(iii) \(d(A^n(x_0), A^n(x_1)) \leq \alpha^n d(x_0, x_1)\).

**Theorem 2 (Perov)** Let \((X,d)\) be a complete generalized metric space with \(d(x,y) \in \mathbb{R}^n\) and \(A : X \rightarrow X\) an operator.

We suppose that there exists a matrix \(Q \in M_{mm}(\mathbb{R})\) such that

(i) \(d(A(x), A(y)) \leq Qd(x,y), \quad \) for all \(x,y \in X\);

(ii) \(Q^n \to 0 \) as \(n \to \infty\).

Then

(a) \(F_d = \{x^*\}\);

(b) \(A^n(x) \to x^*\) as \(n \to \infty\) and

\[ d(A^n(x), x^*) \leq (I - Q)^n d(x_0, A(x_0)). \]

By definition, a matrix \(Q \in M_{mm}(\mathbb{R})\) converges to zero if the matrix \(Q^n\) converges to the null matrix as \(k \to \infty\).

The following theorem has two conditions which are equivalents with the convergence to zero of a matrix \(Q \in M_{mm}(\mathbb{R})\). This theorem is useful in the example B from section V.

**Theorem 3** (see [20]) Let \(Q \in M_{mm}(\mathbb{R})\) be a matrix.

The following conditions are equivalents:

(i) \(Q^n \to 0\) as \(k \to \infty\);

(ii) The eigenvalues \(\lambda_k, k = \overline{1,n}\), of the matrix \(Q\), satisfies the condition \(|\lambda_k| < 1, k = \overline{1,n}\);

(iii) The matrix \(I - Q\) is non-singular and

\[ (I - Q)^{-1} = I + Q + \ldots + Q^n + \ldots. \]

In order to study the data dependence of the solution of integral equation (3), we will use in section IV the following theorem:

**Theorem 4 (General data dependence theorem)** Let \((X,d)\) be a complete metric space, \(f, g : X \rightarrow X\) two operators and, suppose:

(i) \(f\) is \(\alpha\)-contraction and \(F_f = \{x^*\}\);

(ii) \(x^*_f \in F_g\);

(iii) there exists \(\eta > 0\) such that

\[ d(f(x), g(x)) \leq \eta, \quad \text{for all} \quad x \in X. \]

In these conditions we have

\[ d(x^*_f, x^*_g) \leq \frac{\eta}{1 - \alpha}. \]

**III. Existence and Uniqueness**

In this section we will present four theorems of existence and uniqueness of the solution of integral equation with modified argument (3).

In order to obtain the existence and uniqueness theorems of the solution of integral equation (3) in \(C(\overline{\Omega}, \mathbb{R}^n)\) space we will reduce the problem of determination of the solutions of integral equation (3) to a fixed point problem. For this purpose we consider the operator \(A : C(\overline{\Omega}, \mathbb{R}^n) \rightarrow C(\overline{\Omega}, \mathbb{R}^n)\), defined by the relation:

\[ A(x)(t) = \int_{\overline{x}(t)} K(t,s,x(s),x(g(s)),x_c)ds + f(t). \quad (5) \]

The set of the solutions of integral equation (3) in \(C(\overline{\Omega}, \mathbb{R}^n)\) space, coincides with the set of fixed points of the operator \(A\) defined by the relation (5).

Applying the Contraction Principle, we obtain the following two theorems of existence and uniqueness of the solution of integral equation (3) in \(C(\overline{\Omega}, \mathbb{R}^n)\) space, respectively in \(\hat{B}(f,r)\) sphere.

**Theorem 5** Suppose that:

(i) \(K \in C(\overline{\Omega} \times \mathbb{R}^n \times \mathbb{R}^n \times C(\overline{\Omega}, \mathbb{R}^n)), \quad f \in C(\overline{\Omega}, \mathbb{R}^n), \quad g \in C(\overline{\Omega}, \overline{\Omega})\);

(ii) there exists \(L > 0\), such that

\[ \|K(t,s,u_1,v_1,u_2,v_2) - K(t,s,v_1,v_2,u_1,u_2)\| \leq L \|u_1 - v_1\|_e + \|v_2 - v_1\|_e + \|v_1 - v_2\|_{C(\overline{\Omega}, e^*)} \]

for all \(t, s \in \overline{\Omega}, u_i, v_i \in \mathbb{R}^m, \quad i = \overline{1,m}\);

(iii) \(3L\cdot \text{mes}(\overline{\Omega}) < 1\).

Under these conditions the integral equation (3) has a unique solution \(x^* \in C(\overline{\Omega}, \mathbb{R}^n)\), which can be obtained by...
successive approximations method starting at any element from space \( C(\Omega, R^n) \). Moreover, if \( x_0 \) is the start function and \( x_k \) is the \( k \)th successive approximation, then we have:

\[
\| x^{k} - x_i \|_{[c[x,x']]} \leq \frac{3L\text{mes}(\Omega)}{1 - 3L\text{mes}(\Omega)} \| x_0 - x_i \|_{[c[x,x']]}.
\]  

(6)

**Proof:** From the condition (i) it results that the operator \( A \) is correctly defined. 

Now we verify the conditions of the Contraction Principle. Let we prove that the operator \( A \) is an \( \alpha \)-contraction. 

From the condition (ii) we have:

\[
\left| A(x) - A(y) \right| \leq \left| \int_{\Omega} K(t,x,x_0,x_0) - K(t,y,y_0,y_0) \right| dt < \infty
\]

and using the supremum norm we obtain

\[
\| A(x) - A(y) \|_{[c[x,x']]} \leq 3L\text{mes}(\Omega) \| x - y \|_{[c[x,x']]}.
\]

Therefore the operator \( A \) satisfies the Lipschitz condition with the constant \( 3L\text{mes}(\Omega) \) and from the condition (iii) it results that the operator \( A \) is an \( \alpha \)-contraction with the coefficient \( \alpha = 3L\text{mes}(\Omega) \). Now, the conclusion of this theorem results from the Contraction Principle. 

**Theorem 6** Suppose that:

(i) \( K \in C(\Omega \times \Omega \times [0,1] \times \Omega \times \Omega \times \Omega \times \Omega), f \in C(\Omega, R^n), g \in C(\Omega, \Omega), \) where \( J_1, \ldots, J_m \subseteq R \) are closed and finite intervals;

(ii) there exists \( L > 0 \), such that

\[
\| K(t,u,v_1,v_2,v_3) - K(t,u',v_1,v_2,v_3) \| \leq L \left( \| u_1 - v_1 \|_{[c[x,x']]} + \| v_1 - v_2 \|_{[c[x,x']]} + \| v_2 - v_3 \|_{[c[x,x']]} \right)
\]

for all \( t,s \in \Omega, u_1,u_2,v_1,v_2 \in J_i, \ldots, J_m, u_3,v_3 \in C(\Omega, R^n), i = 1, m \);

(iii) \( 3L\text{mes}(\Omega) < 1 \).

If there exists \( r > 0 \) such that

\[
\| x \in \tilde{B}(f;r) \Rightarrow \| x(t) \in J_1 \times \cdots \times J_n \| \leq 3L\text{mes}(\Omega)^{-1} \| x_0 \|_{[c[x,x']]}.
\]

and the following condition is met:

(iv) \( M_k \text{mes}(\Omega) \leq r \),

where \( M_k \) is a positive constant, such that

\[
\| K(t,s,u,v,w) \| \leq M_k
\]

for all \( t,s \in \Omega, u,v \in J_1 \times \cdots \times J_m \), \( w \in C(\Omega, R^n) \), then the integral equation (3) has a unique solution \( x^* \in \tilde{B}(f;r) \subseteq C(\Omega, R^n) \), which can be obtained by the successive approximations method starting at any element from \( \tilde{B}(f;r) \) sphere. Moreover, if \( x_0 \) is the start function and \( x_k \) is the \( k \)th successive approximation, then the estimation (6) is met.

**Proof:** From the conditions (ii) and (iii) it results that the operator \( A: \tilde{B}(f;r) \to C(\Omega, R^n) \), defined by the relation (5) is an \( \alpha \)-contraction with the coefficient \( \alpha = 3L\text{mes}(\Omega) \).

From the condition (iv) it results that \( A(\tilde{B}(f;r)) \subseteq \tilde{B}(f;r) \), i.e. \( \tilde{B}(f;r) \in l(A) \).

Since \( \tilde{B}(f;r) \) is a closed subset in Banach space \( C(\Omega, R^n) \), it results that the Contraction Principle can be applied and the proof is complete. 

Now, on the space \( C(\Omega, R^n) \) we consider the generalized Chebyshev norm, defined by the relation (4) and we obtain a complete generalized Banach space.

Applying the fixed point Perov’s theorem, we obtain the following two theorems:

**Theorem 7** Suppose that:

(i) \( K \in C(\Omega \times \Omega \times [0,1] \times \Omega \times \Omega \times \Omega \times \Omega \times \Omega \), \( f \in C(\Omega, R^n), g \in C(\Omega, \Omega), \) \( J_1, \ldots, J_m \subseteq R \) are closed and finite intervals;

(ii) there exists \( Q \in M_{\text{mes}}(R_n) \) such that

\[
\| K(t,s,u_1,u_2,u_3) - K(t,s,v_1,v_2,v_3) \| \leq Q \left( \| u_1 - v_1 \|_{[c[x,x']]} + \| v_1 - v_2 \|_{[c[x,x']]} + \| v_2 - v_3 \|_{[c[x,x']]} \right)
\]

for all \( t,s \in \Omega, u_1,u_2,v_1,v_2 \in R^n, u_3,v_3 \in C(\Omega, R^n) \);

(iii) \( 3\text{mes}(\Omega)Q \) is a matrix which converges to zero.

Under these conditions the integral equation (3) has a unique solution \( x^* \in C(\Omega, R^n) \), which can be obtained by successive approximations method starting at any element from space \( C(\Omega, R^n) \). Moreover, if \( x_0 \) is the start function and \( x_k \) is the \( k \)th successive approximation, then we have:

\[
\| x^{k} - x_i \|_{[c[x,x']]} \leq \frac{3\text{mes}(\Omega)Q}{1 - 3\text{mes}(\Omega)Q} \| x_0 - x_i \|_{[c[x,x']]}.
\]

(9)

**Proof:** We consider the operator \( A: C(\Omega, R^n) \to C(\Omega, R^n) \), defined by the relation (5):

\[
A(x) = \int_\Omega K(t,s,x(s),x(g(s)),x |_{\Omega}) ds + f(t).
\]

From the condition (i) it results that the operator \( A \) is correctly defined.

The set of the solutions of integral equation (3) in \( C(\Omega, R^n) \) space, coincides with the set of fixed points of this operator \( A \).
Now we verify the conditions of Perov’s theorem. Let us prove that the operator \( A \) is a contraction.

From the condition (ii) it results that the function \( K \) satisfies a Lipschitz condition with respect to the last three arguments, with the matrix \( Q \in M_{m_m}(R) \). Therefore we have:

\[
|A(x(t)) - A(y(t))| = \begin{bmatrix}
A_1(x(t)) - A_1(y(t)) \\
\vdots \\
A_{m}(x(t)) - A_{m}(y(t))
\end{bmatrix}
\leq \begin{bmatrix}
\int_{\Omega} \left| K(t,s,u_1,v_1) - K(t,s,u_2,v_2) \right| ds \\
\vdots \\
\int_{\Omega} \left| K(t,s,u_m,v_m) - K(t,s,u_m,v_m) \right| ds
\end{bmatrix}
\]

and the following condition is met:

\[
K(t,s,u,v, w) \leq \frac{\alpha}{\beta} \cdot \beta
\]

Now we verify the conditions of Perov’s theorem.

\[\begin{aligned}
&\|A(x(t)) - A(y(t))\|_{\Omega \times [0,1]} \\
&\leq \frac{\alpha}{\beta} \cdot \beta
\end{aligned}\]

Theorem 8 Suppose that:

(i) \( K \in C(\Omega \times [0,1]) \), \( f \in C(\Omega, R^n) \), \( g \in C(\Omega, \tilde{\Omega}) \), where \( J_1, \ldots, J_m \subset R \) are closed and finite intervals;

(ii) there exists \( Q \in M_{m_m}(R) \) such that

\[
\left| K(t,s,u_1,v_1) - K(t,s,u_2,v_2) \right| \leq \sum_{i=1}^{m_m} |u_i - v_i|
\]

for all \( t, s \in \Omega \), \( u_1, u_2, v_1, v_2 \in J_1 \times \cdots \times J_m \);

(iii) \( 3 \cdot \text{mes}(\Omega) \cdot Q \) is a matrix which converges to zero.

If there exists \( r \in M_{m_m}(R) \) such that

\[
x(t) \in B(f; r) \Rightarrow [x(t) \in J_1 \times \cdots \times J_m]
\]

and the following condition is met:

(iv) \( M_r \cdot \text{mes}(\Omega) \leq r \),

where \( M_r = \begin{bmatrix}
M_r^1 \\
\vdots \\
M_r^m
\end{bmatrix} \) is a matrix with positive constant as elements, such that

\[
|K(t,s,u,v, w)| \leq M_r, \quad (11)
\]

for all \( t, s \in \Omega \), \( u, v \in J \times \cdots \times J_{m_m}, w \in C(\partial \Omega, R^n) \),

then the integral equation (3) has a unique solution \( x^* \in \tilde{B}(f; r) \subset C(\Omega, R^n) \), which can be obtained by the successive approximations method starting at any element from \( \tilde{B}(f; r) \) sphere. Moreover, if \( x_0 \) is the start function and \( x_k \) is the \( k \)-th successive approximation, then the estimation (9) is met.

Proof: From the conditions (i), (ii) and (iii) it results that the operator \( A : \tilde{B}(f; r) \rightarrow C(\Omega, R^n) \), defined by the relation (5) is an contraction with the matrix \( 3 \cdot \text{mes}(\Omega) \cdot Q \in M_{m_m}(R) \).

From the condition (iv) it results that \( A(\tilde{B}(f; r)) \subset \tilde{B}(f; r) \), i.e. \( \tilde{B}(f; r) \in I(A) \).

Since \( \tilde{B}(f; r) \) is a closed subset in Banach space \( C(\Omega, R^n) \), it results that Perov’s theorem can be applied and the proof is complete.

IV. DATA DEPENDENCE

In this section we will present one theorem of data dependence of the solution of the integral equation with modified argument (3).

In order to study the data dependence of the solution of integral equation (3) we consider the perturbed integral equation

\[
y(t) = f(t, s, y(s), y(g(s)), y|_{\partial \Omega}) + h(t), \quad (12)
\]

where \( t \in \Omega \), \( \Omega \subset R^n \) is a bounded domain, \( f : \Omega \times \tilde{\Omega} \times R^n \times R^n \rightarrow R^n \), \( h : \Omega \rightarrow R^n \), \( g : \tilde{\Omega} \rightarrow \tilde{\Omega} \).

Applying the General data dependence theorem, we have the following data dependence theorem of the solution of integral equation (3):

Theorem 9 Suppose that:

(i) the conditions of the theorem 7 are satisfied and we denote with \( x^* \in C(\Omega, R^n) \) the unique solution of integral equation (3);

(ii) \( h \in C(\tilde{\Omega}, R^n) \), \( g \in C(\tilde{\Omega}, \Omega) \);

(iii) there exists \( T_1, T_2 \in M_{m_m}(R) \) such that

\[
\|K(t,s,u,v, w) - H(t,s,u,v, w)\| \leq T_1,
\]

for all \( t, s \in \Omega \), \( u, v \in R^n \), \( w \in C(\partial \Omega, R^n) \) and
\[ |f(t) - h(t)| \leq T_1, \text{ for all } t \in \Omega. \]

Under these conditions, if \( y^* \in C(\Omega, R^n) \) is a solution of the integral equation (12), then we have:

\[ |x^* - y^*|_{C(\Omega, R^n)} \leq \left[ I - 3Q\text{mes} (\Omega) \right]^{l} |T_1 \cdot \text{mes} (\Omega) + T_2|. \]  

**Proof:** Let consider the operator \( A \) from the proof of the theorem 6, \( A : C(\Omega, R^n) \rightarrow C(\Omega, R^n) \), attached to the integral equation (3) and defined by the relation (5):

\[ A(x(t)) = \int_{\Omega} K(t, s, x(s), x(g(s)), x|_{\cap 0}) ds + f(t). \]

Also we attach to the integral equation (12) the operator \( D : C(\Omega, R^n) \rightarrow C(\Omega, R^n) \), defined by the relation:

\[ D(y(t)) = \int_{\Omega} H(t, s, y(s), y(g(s)), y|_{\cap 0}) ds + h(t). \]

From the condition (ii), it results that the operator \( D \) is correctly defined.

The set of the solutions of the perturbed equation (12) in \( C(\Omega, R^n) \) space coincides with the fixed points set of the operator \( D \) defined by the relation (14).

We have

\[ |x^* - y^*| \leq \left| A(x^*) - A(y^*) \right| \leq \left| A(x^*) - A(y^*) \right| + |A(y^*) - D(y^*)| \leq \left| A(x^*) - A(y^*) \right| + \left| A(y^*) - D(y^*) \right| \]

\[ = \left[ A_1(x^*) - A_1(y^*) \right] + \ldots + \left[ A_n(x^*) - A_n(y^*) \right] + \ldots + \left[ A_{n-1}(x^*) - A_{n-1}(y^*) \right] \]

\[ \leq \left[ K_{1}(t, s, x'(s), x(g(s)), x'|_{\cap 0}) - K_{1}(t, s, y'(s), y(g(s)), y'|_{\cap 0}) \right] ds + \ldots + \left[ K_{n-1}(t, s, x'(s), x(g(s)), x'|_{\cap 0}) - K_{n-1}(t, s, y'(s), y(g(s)), y'|_{\cap 0}) \right] ds \]

\[ \leq \left[ K(t, s, x(s), x(g(s)), x'|_{\cap 0}) - K(t, s, y(s), y(g(s)), y'|_{\cap 0}) \right] ds \]

\[ = \left[ K(t, s, x(s), x(g(s)), x'|_{\cap 0}) - K(t, s, y(s), y(g(s)), y'|_{\cap 0}) \right] ds \]

\[ \leq \left| f_i(t) - h_i(t) \right| \]

Since the function \( K \) satisfies a generalized Lipschitz conditions with respect to the last three arguments with the matrix \( Q \) (theorem 7, condition (ii)) and from the condition (iii) and the generalized norm defined by the relation (4), we obtain

\[ |x^* - y^*| \leq 3Q\text{mes} (\Omega) |y^* - y^*| + T_1 \cdot \text{mes} (\Omega) + T_2. \]

Therefore, we have

\[ |x^* - y^*|_{C(\Omega, R^n)} \leq T_1 \cdot \text{mes} (\Omega) + T_2 \]

and now, it results the estimation (13). The proof is complete.

V. EXAMPLE

In what follows we present three applications of the theorems established in the previous sections.

A. We consider the integral equation with modified argument

\[ x(t) = \frac{1}{5} \left( \frac{\sin(x(s)) + \cos(x(s/2))}{2} + \frac{x(0) + x(1)}{2} \right) ds + \text{cost} \]

where \( t \in [0,1], K \in C([0,1] x [0,1], R^n), f \in C([0,1], [0,1]), g \in C([0,1], [0,1]), \) and the conditions of the theorem 5 were verified, in order to prove the existence and uniqueness of the solution in \( C([0,1]) \) space.

In order to study the existence and uniqueness of the solution of the integral equation (16) in \( C([0,1]) \) space, we consider the operator \( A : C([0,1]) \rightarrow C([0,1]) \) defined by the relation:

\[ A(x(t)) = \frac{1}{5} \left( \frac{\sin(x(s)) + \cos(x(s/2))}{2} + \frac{x(0) + x(1)}{2} \right) ds + \text{cost}. \]

The solutions set of the integral equation (16) in \( C([0,1]) \) space, coincides with the fixed points set of the operator \( A \).

We have

\[ |K(t, s, u_i, u_2, u_3, u_4) - K(t, s, v_i, v_2, v_3, v_4)| = \]

\[ = \left| \frac{\sin u_i + \cos u_i}{7} + \frac{u_i + u_2}{5} - \frac{\sin v_i + \cos v_i}{7} - \frac{u_i + v_i}{5} \right| \leq \]

\[ \leq \left| \frac{1}{7} \sin u_i - \sin v_i \right| + \left| \frac{1}{7} \sin u_i - \sin v_i \right| + \frac{1}{5} \left| u_i - v_i \right| + \frac{1}{5} \left| u_i - v_i \right| \leq \]

\[ \leq \left| \frac{1}{7} \sin u_i - \sin v_i \right| + \left| \frac{1}{7} \sin u_i - \sin v_i \right| + \frac{1}{5} \left| u_i - v_i \right| + \frac{1}{5} \left| u_i - v_i \right| + \]

\[ \leq \left| \frac{1}{7} \sin u_i - \sin v_i \right| + \left| \frac{1}{7} \sin u_i - \sin v_i \right| + \frac{1}{5} \left| u_i - v_i \right| + \frac{1}{5} \left| u_i - v_i \right| \]

for all \( t, s \in [0,1], u_i, v_i \in R, i = 1,4 \).

Now we have
We attach to the integral equation (16), the operator $A: \tilde{B}(\cos t; r) \to C[0,1]$, defined by the relation (17) where $r$ is a positive real number which satisfies the condition below:

$$x \in \tilde{B}(\cos t; r) \Rightarrow \left[ x(t) \in J \subset R \right]$$

and obviously it is clear that, it exists at least one $r > 0$ with this property.

We have

$$x \in \tilde{B}(\cos t; r) \Rightarrow |x(t) - \cos t| \leq r, \ t \in [0,1] \Rightarrow \Rightarrow |x(t)| \leq r + 1, \ t \in [0,1]$$

and therefore

$$x \in \tilde{B}(\cos t; r) \Rightarrow \|x\|_{C[J]} \leq r + 1. \quad (19)$$

We establish under what conditions the sphere $\tilde{B}(\cos t; r)$ is a constant subset for the operator $A$. We have

$$K(t,s,u_i,u_j) = \left| \frac{\sin u_i + \cos u_j}{7} + \frac{u_i + u_j}{5} \right| \leq$$

$$\leq \frac{1}{7} \sin u_i + \frac{1}{5} \cos u_j + \frac{1}{7} |u_j| \leq \frac{1}{7} |u_i| + \frac{1}{5} |u_j| + \frac{1}{7} |u_j|,$$

for all $t, s \in [0,1]$, $u_i, v_i \in J$, $i = \overline{1,4}$, and

$$A(x) = \frac{1}{7} \left( \int_{0}^{s} \sin(s) + \cos(s/2) ds \right) + \frac{1}{5} \left( x(0) + x(1) \right) \leq \frac{1}{7} \left( \int_{0}^{s} \sin(s) + \cos(s/2) ds \right) + \frac{1}{5} \left( x(0) + x(1) \right) .$$

Therefore, it results that

$$A(x)(t) - \cos t \leq \frac{1}{7} \left( \int_{0}^{s} \sin(s) + \cos(s/2) ds \right) + \frac{1}{5} \left( x(0) + x(1) \right) .$$

and using the supremum norm we obtain

$$\|A(x) - \cos t\|_{C[J]} \leq \frac{24}{35} \|x\|_{C[J]} \left\| \int_{0}^{s} \sin(s) + \cos(s/2) ds \right\|_{C[J]} .$$

and the condition of the invariability of sphere $\tilde{B}(\cos t; r)$ is

$$\frac{24}{35} (r + 1) \leq r .$$
Therefore, if \( r \geq \frac{24}{11} \), then the sphere \( \bar{B}(c_{01}, r) \) is a constant subset for the operator \( A \).

We consider now the operator \( A : \bar{B}(c_{01}, r) \rightarrow \bar{B}(c_{01}, r) \), defined by the relation (17) and where \( \bar{B}(c_{01}, r) \) is a closed subset of the Banach metric space \( C[0,1] \).

The solutions set of the integral equation (16) coincides with the fixed points set of this operator \( A \).

This operator \( A \) is an \( \alpha \)-contraction with the coefficient \( \alpha = \frac{24}{35} \).

Since the conditions of the theorem 6 are satisfied, it results that the integral equation (16) has a unique solution \( x^* \in \bar{B}(c_{01}, r) \subset C[0,1] \), which can be obtained by successive approximations method starting at any element \( x_0 \in \bar{B}(c_{01}, r) \).

Moreover, if \( x_n \) is the \( n \)th successive approximation, then we have the estimation (18).

B. We consider the following system of integral equations with modified argument

\[
\begin{aligned}
\begin{cases}
 x_1(t) = \dfrac{t+2}{15} x_1(s) + \dfrac{2t+1}{15} x_1(s/2) + \dfrac{1}{5} x_1(0) + \dfrac{1}{5} x_1(1) & \int_0^1 ds + 2t + 1 \\
 x_2(t) = \dfrac{t+2}{21} x_2(s) + \dfrac{2t+1}{21} x_2(s/2) + \dfrac{1}{7} x_2(0) + \dfrac{1}{7} x_2(1) & \int_0^1 ds + \sin t
\end{cases}
\end{aligned}
\]

(21)

where \( K \in C([0,1] \times [0,1] \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R}^2) \),

\[
K(t,s,u_1,u_2,v_1,v_2,u_3,v_3) = \left( K_1(t,s,u_1,\ldots,u_4) + K_2(t,s,v_1,\ldots,v_4) \right)
\]

\[
K_1(t,s,u_1,\ldots,u_4) = \left( \frac{t+2}{15} u_1 + \frac{2t+1}{15} u_2 + \frac{1}{5} u_3 + \frac{1}{5} u_4 \right)
\]

\[
K_2(t,s,v_1,\ldots,v_4) = \left( \frac{t+2}{21} v_1 + \frac{2t+1}{21} v_2 + \frac{1}{7} v_3 + \frac{1}{7} v_4 \right)
\]

\[
f \in C([0,1] \times \mathbb{R}^2) \), \( f(t) = f_1(t), f_2(t) = f_3(t) = 2t + 1 \), \( f_4(t) = \sin t \), \( g \in C([0,1] \times [0,1]), g(s) = s/2, x \in C([0,1], \mathbb{R}^2) \).

Now, we verify the conditions of the theorem 7 of the existence and uniqueness of the solution of the system of integral equations (21) in the space \( C([0,1], \mathbb{R}^2) \).

In order to study the existence and uniqueness of the solution of the system of integral equations (21) in \( C([0,1], \mathbb{R}^2) \) space, we attach to this system, the operator \( A : C([0,1], \mathbb{R}^2) \rightarrow C([0,1], \mathbb{R}^2) \), defined by the relation:

\[
A(x)(t) = \left[ \begin{array}{c}
A_1(x)(t) \\
A_2(x)(t)
\end{array} \right] = \left( \begin{array}{c}
\dfrac{t+2}{15} x_1(s) + \dfrac{2t+1}{15} x_1(s/2) + \dfrac{1}{5} x_1(0) + \dfrac{1}{5} x_1(1) \\
\dfrac{t+2}{21} x_2(s) + \dfrac{2t+1}{21} x_2(s/2) + \dfrac{1}{7} x_2(0) + \dfrac{1}{7} x_2(1)
\end{array} \right) ds + 2t + 1
\]

(22)

The solutions set of the system of integral equations (21), in \( C([0,1], \mathbb{R}^2) \) space, coincides with the fixed points set of the operator \( A \), defined by the relation (22).

We have

\[
\begin{aligned}
\left[ K_1(t,s,u_1,\ldots,u_4) - K_1(t,s,v_1,\ldots,v_4) \right] & \leq \left[ \dfrac{1}{5} u_1 - v_1 \right] + \left[ \dfrac{2}{5} u_2 - v_2 \right] + \left[ \dfrac{2}{5} u_3 - v_3 \right] + \left[ \dfrac{2}{5} u_4 - v_4 \right] \\
\left[ K_2(t,s,v_1,\ldots,v_4) - K_2(t,s,u_1,\ldots,u_4) \right] & \leq \left[ \dfrac{1}{7} v_1 - u_1 \right] + \left[ \dfrac{1}{7} v_2 - u_2 \right] + \left[ \dfrac{1}{7} v_3 - u_3 \right] + \left[ \dfrac{1}{7} v_4 - u_4 \right]
\end{aligned}
\]

(23)

for all \( t, s \in [0,1], u_i, v_i \in \mathbb{R}^2, i = 1, 4 \), and it results that the function \( K \) satisfies a Lipschitz condition with respect to the last four arguments, with the matrix

\[
Q = \left( \begin{array}{c}
1/5 \\
0 \\
0
\end{array} \right), \quad Q \in M_3(\mathbb{R})
\]

Now it is clear that the condition (ii) of the theorem 7, is satisfied.

By the estimation of the following difference:

\[
\left| A(x)(t) - A(y)(t) \right| = \left| \begin{array}{c}
A_1(x)(t) - A_1(y)(t) \\
A_2(x)(t) - A_2(y)(t)
\end{array} \right| \leq \left| \begin{array}{c}
K_1(t,s,x(s/2),x(0),x(1)) - K_1(t,s,y(s/2),y(0),y(1)) \\
K_2(t,s,x(s/2),x(0),x(1)) - K_2(t,s,y(s/2),y(0),y(1))
\end{array} \right| \leq 4/5 \left| x - y \right|_{C([0,1] \times \mathbb{R}^2)}
\]

and using the relation (23) and the supremum norm, we obtain

\[
\left| A(x) - A(y) \right|_{C([0,1] \times \mathbb{R}^2)} \leq 4/5 \left| x - y \right|_{C([0,1] \times \mathbb{R}^2)}.
\]

Now, it results that the operator \( A \) satisfies a generalized Lipschitz condition with respect to the last four arguments, with the matrix \( \left( \begin{array}{c}
4/5 \\
0 \\
0
\end{array} \right) \), which by theorem 3 converges to zero.

Therefore, the condition (iii) of the theorem 7 and it results that the operator \( A \) is a contraction.

The conditions of the theorem 7 being satisfied, it results that the system of integral equations with modified argument (21) has a unique solution \( x^* \in C([0,1], \mathbb{R}^2) \), which can be obtained by the successive approximations method starting at any element \( x_0 \in C([0,1], \mathbb{R}^2) \). In addition, if \( x_n \) is \( n \)th successive approximation, then the following estimation is satisfied:
We have
\[
\|r_f B(x) - x_0 - x_i\| \leq \left( \begin{array}{ccc} 4/5 & 0 \\ 0 & 4/7 \end{array} \right)^n \left( \begin{array}{c} 1/5 \\ 0 \end{array} \right) \|x_0 - x_i\|_c
\]
or
\[
\|r_f B(x) - x_0 - x_i\| \leq 4^n \left( \begin{array}{ccc} 1/5 & 0 \\ 0 & 1 \end{array} \right)^{n-1} \left( \begin{array}{c} 1/3 \\ 7/3 \end{array} \right) \|x_0 - x_i\|_c.
\]
(24)

Next, we will establish the conditions of existence and uniqueness of the solution of the system of integral equations with modified argument (21) in sphere

\[
\tilde{B}(f;r) = \{x \in C([0,1],\mathbb{R}^3) | \|x - f\|_{C([0,1],\mathbb{R}^3)} \leq r, \ r \in \mathbb{R}^3\}
\]

from the space \(C([0,1], \mathbb{R}^3)\).

We consider the system of integral equations (21), where \(K \in C([0,1] \times [0,1] \times \mathbb{R}^3, \mathbb{R}^3), \ J \in \mathbb{R}^3\) is compact, \(f \in C([0,1], \mathbb{R}^3)\) and \(g \in C([0,1], [0,1])\).

In order to verify the conditions of the theorem 8, we attach \(A: \tilde{B}(f;r) \to C([0,1], \mathbb{R}^3)\), defined by the relation (22), where \(r \in \mathbb{R}^3\), satisfies the condition:

\[
\int x(t) - f(t) \leq r \Rightarrow \left| x_c(t) - f_c(t) \right| \leq \left( \frac{r_i}{r_c} \right)
\]

and we prove that there exists at least one \(r\) which has this property. We have

\[
\int x(t) - f(t) \leq r \Rightarrow \left\{ \left| x_c(t) - (2r + 1) \right| \right\} \leq \left( \frac{r_i}{r_c} \right)
\]

and consequently, it results that

\[
\int x(t) - f(t) \leq r \Rightarrow \left\{ \left| x_c(t) - (2r + 1) \right| \right\} \leq \left( \frac{r_i}{r_c} \right)
\]

and the invariability condition of sphere \(\tilde{B}(f;r) \subset C([0,1], \mathbb{R}^3)\) is the following inequality

\[
\left\{ \left| x_c(t) - (2r + 1) \right| \right\} \leq \left( \frac{r_i}{r_c} \right).
\]

Therefore, if \(r = \left( \frac{r_i}{r_c} \right) \geq \left( \frac{12}{4/3} \right)\), then the sphere \(\tilde{B}(f;r)\) is a constant subset for the operator \(A\).

Now, we consider the operator \(A: \tilde{B}(f;r) \to \tilde{B}(f;r)\), which is defined also by the relation (22), where \(\tilde{B}(f;r)\) is a closed subset of the Banach space \(C([0,1], \mathbb{R}^3)\).

The solutions set of the system of integral equations (21), in sphere \(\tilde{B}(f;r) \subset C([0,1], \mathbb{R}^3)\) coincides with the fixed points set of the operator \(A\) already defined.

By an analogous reasoning with the reasoning from the existence and uniqueness of the solution of the system of integral equations (21) in space \(C([0,1], \mathbb{R}^3)\), it results that the operator \(A\) is contraction.

The conditions of the theorem 8 being satisfied, it results that the system of integral equations with modified argument (21) has a unique solution \(x \in \tilde{B}(f;r) \subset C([0,1], \mathbb{R}^3)\), which can be obtained by the successive approximations method, starting
at any element \( x_0 \in C([0,1], \mathbb{R}^2) \). In addition, if \( x_n \) is the \( n^{th} \) successive approximation, then we have:

\[
\left\| x^* - x_n \right\| \leq 4^{n} \left( \frac{1}{5^{n+1}} \right) \left\| x_0 - x_1 \right\|.
\]

(C) We consider the following integral equation with modified argument

\[
x(t) = \int_0^t \frac{\sin(x(s) + \cos(x(s)/2)) + x(0) + x(1)}{5} ds + 2\cos t + 1 \tag{27}
\]

where \( K \in C([0,1] \times [0,1] \times \mathbb{R}^2), \)

\[
K(t, s, u_1, u_2, u_3, u_4) = \frac{\sin(u_1) + \cos(u_2)}{5} + \frac{u_3 + u_4}{5},
\]

\[f \in C([0,1]), \quad f(t) = 2\cos t + 1,
\]

\[g \in C([0,1] \times [0,1]), \quad g(s) = s/2, \quad \text{and} \quad x \in C([0,1])
\]

and the conditions of the theorem 8 were verified.

In order to study the data dependence of the solution of the integral equation (27), we consider the following perturbed integral equation

\[
y(t) = \int_0^t \frac{\sin(y(s) + \cos(y(s)/2)) + y(0) + y(1)}{5} ds + \cos t \tag{28}
\]

where \( H \in C([0,1] \times [0,1] \times \mathbb{R}^2), \)

\[
H(t, s, v_1, v_2, v_3, v_4) = \frac{\sin(v_1) + \cos(v_2)}{5} + \frac{v_3 + v_4}{5} - t - 2. \quad h \in C([0,1]), \quad h(t) = \cos t,
\]

\[g \in C([0,1] \times [0,1]), \quad g(s) = s/2, \quad y \in C([0,1])
\]

The operator \( A : C([0,1]) \to C([0,1]), \) attached to the equation (27), and defined by the relation:

\[
A(y(t)) = \int_0^t \frac{\sin(y(s) + \cos(y(s)/2)) + y(0) + y(1)}{5} ds + 2\cos + 1 \tag{29}
\]

is an \( \alpha \)-contraction with the coefficient \( \alpha = \frac{24}{35} \).

Since the conditions of the theorem 5 are satisfied, it results that the integral equation (27) has a unique solution \( x^* \in C([0,1]) \).

We have:

\[
\left\| K(t, s, u_1, u_2, u_3, u_4) - H(t, s, u_1, u_2, u_3, u_4) \right\| = \left\| t + 2 \right\| \leq 3
\]

for all \( t, s \in [0,1] \) and

\[
\left\| f(t) - h(t) \right\| = \left\| \cos t + 1 \right\| \leq 2, \quad \text{for all} \; t \in [0,1].
\]

The conditions of the theorem 6 are satisfied and therefore, if \( y^* \in C([0,1]) \) is a solution of the integral equation (28), then the following estimation is met:

\[
\left\| x^* - y^* \right\| _{\{y^*\}} \leq \frac{175}{11}
\]
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