
 

 

  
Abstract—Recently, the idea of design of dynamic symmetric 

cryptosystems is proposed. The main idea is proposed by Trinca in 
two separate papers which are published in IEEE and eprint. Security 
of proposed ciphers is compared to Raijndal algorithm called AES. 
According to this scheme, the cipher system characteristic varies 
respect to secret key and input plaintext. Namely, for each certain 
secret key and plaintext, a different coding is provided and ciphertext 
is created. By changing the secret key or plaintext, other coding 
system is considered. But unfortunately this cipher is not safer than 
whatever is claimed. In this paper, we present two attacks on the 
proposed scheme. The first one is a partial key recovery which for a 
(k,k,m) q- cascaded convolutional transducers is determined a 
fragment of ciphertext without calculating master key with 
complexity O(k2). Also the attack needs about k6 plaintext-ciphertext 
pairs to solve a linear equation system.  The other attack is a weak 
key on this system that attacker can recover longer fragment of 
plaintexts with complexity O(2×k2). 
 

Keywords— Convolution Codes, Cryptanalysis, Symmetric 
Cryptosystem, Sequential and parallel cascaded convolutional 
encryption.  

I. INTRODUCTION 

orldwide symmetric encryption standards such as DES (Data 
Encryption Standard),AES (Advanced Encryption Standard), 
and EES (Escrowed Encryption Standard), have been– 

and some of them still are – extensively used to solve the 
problem of communication over an insecure channel, but with 
today’s advanced technologies, they seem to not be as secure 
as one would like. 
Symmetric encryption ciphers play an important role in 
practical cryptography. They are categorized as Stream 
Ciphers and Block Ciphers according to their applications. 
In a stream cipher, the output keystream is bitwise XORed to 
the plaintext stream in order to obtain the ciphertext stream. 
They are utilized for encrypting long streams of data over fast 
communication applications such as GSM. Block ciphers are 
other fundamental primitives in cryptography. A block cipher 
can encrypt fixed length strings such that ciphertext is mixed 
in a nonlinear manner by secret key and plaintext. 
Applications in general require encryption of long and 
arbitrary length strings. A mode of operation of a block cipher 
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is used to extend the domain of applicability from fixed length 
strings to long and variable length strings.  
But symmetric cryptosystems such as triple DES , AES and 
others have been all designed as static ciphers, in the sense 
that their structure do not change at all during 
encryption/decryption. Recently, a dynamic symmetric 
cryptosystem [1,2] is proposed that whose structure is based 
on invertible convolution codes. The scheme is considered to 
two versions. The first one uses linear combinations of 
convolution codes and the other one exploits more 
complicated and nonlinear combinations. These symmetric 
encryption techniques have at least four advantages over 
traditional schemes based on Feistel ciphers. First, the secret 
key of a cascaded convolutional cryptosystem is usually much 
easier to generate. Second, the encryption and decryption 
procedures are much simpler, and consequentially, much 
faster. Third, the desired security level can be obtained by just 
setting appropriate values for the parameters of the 
convolutional cryptosystem. Finally, they are much more 
parallelizable than symmetric encryption standards based on 
Feistel ciphers. However, there are some weaknesses which 
breach the claimed security.  

In this paper, a partial attack which recovers the part of 
plaintext without determining secret key is investigated. This 
attack is applicable on both versions. For simplicity, we focus 
attack for vesion1 and then expand to vesion2. Also, we show 
that there are weak keys which can obtain partially useful 
information from plaintext block. 

The paper is organized as follows. In section 2, we provide 
a brief description of the convolutional codes and globally 
invertible convolutional transducer. And then a new partial 
attack and one weak key for this system is described (section 
3). 

II. SEQUENTIAL AND PARALLEL CASCADED CONVOLUTIONAL 
ENCRYPTION PROCEDURE FOR PAPER SUBMISSION 

In [1,2] were proposed a class of convolutional transducers, 
called cascaded convolutional transducers with local 
propagation. An overview of the cascaded convolutional 
transducers is provided below. 

A. Convolutional codes: a short survey 
Convolutional codes are applied in applications that require 

good performance with low implementation cost. 
Convolutional codes map information to code bits sequentially 
by convolving a sequence of information bits with “generator” 
sequences. A convolutional encoder encodes K information 
bits to N>K code bits at one time step. Encoding is very 
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simple, just use the finite state. machine to produce the 
codewords We use the trellis diagram of the code and 
apply“Viterbi algorithm” Hard decision decoding or soft 
decision decoding could be used. Performance with soft 
decision decoding is better. 
These designs are based on q-cascaded dynamic convolutional 
transducers, and are comprised in the following definition.  
A key step in understanding convolutional codes is to 
distinguish between the convolutional encoder, the 
convolutional encoding operation, and the convolutional code. 
Rigorous definitions of all these concepts are provided below. 
We denote by Bi×j the set of i×j arrays with binary 
components. If u ∈  Bi×j, then the number of components of u 
is denoted by |u|, i.e., |u| = ij. Also, we denote by u[q,−] the 
q-th row of u, and by u[−, q] the q-th column of u. Note that 
u[q,−]∈B1×j and u[−, q]∈Bi×1. If u is a row vector (or a 
column vector), then we will denote by u[i] the i-th element of 
u, and by ui:j the subvector [u[i] . . . u[j]]. If u1, . . . , uh are 
binary vectors, then we denote by vect(u1, . . . , uh) the vector 
consisting of the components of u1, . . . , uh, in the same order. 
For example, 

vect([ 0 0],[ 1 1 ])= [ 0 0 1 1 ]. 
 
Definition2.1. Let n, k, and m be nonzero natural numbers. 
An (n,k,m) convolutional transducer is a function 
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convolutional transducer. An (n, k,m) convolutional encoder 
is a realization by linear sequential circuits of the semi-infinite 
generator matrix Gt  
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associated with t. 
For a more detailed introduction to convolutional codes, we 
refer the reader to [3]. Let us take an example. 
 

Example1 Let t1 and t2 be (2, 2, 2) convolutional transducers 
with 
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The corresponding convolutional encoders are represented 
graphically in Fig. 1 (a) and (b), respectively. It is easy to see 
that only t1 is globally invertible. For example, assume that 

,1,0,1,0 2
2

2
1

1
2

1
1 ==== MMMM  and the two output bits being 

decrypted are 0 and 1, respectively. 

Given that the first output bit depends on 1
2M and the first 

input bit, we conclude that the first input bit was a 1. Then, 
given that we already know the first input bit, we find that the 
second input bit was a 0. Thus, we conclude that t1 is globally 
invertible, since at each step we can decode uniquely the 
current block of k output bits. The convolutional transducer t2 
is not globally invertible, since each of the two output bits 
depends on both input bits. Therefore, the current block of k 
output bits cannot be uniquely decoded into the corresponding 
input block.  
Let u = [ 0 1 1 0 ] be an input vector. More precisely, we have 
p = 2 blocks of size k = 2 each. One can verify that 
t(u)=

pktuG ,1
 = [ 0 1 1 1 0 1 1 1 ]. We can encrypt u by  

v = [ 0 1 1 1 ], i.e., the first kp = 4 bits of t(u). Given that t1 is 
globally invertible, we can uniquely decrypt v into u. 

 
Fig.1 (a) A globally invertible (2, 2, 2) convolutional encoder,  

(b) A (2, 2, 2) convolutional encoder that is not globally invertible. 
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Example2 Let UU a

∞

= ×

∞

= × ΒΒ
1 211 1:

i ii it  be a (2, 1, 2) 

convolutional transducer, with Gt,0 =[ 0 1 ], Gt,1 = [ 1 0 ], and 
Gt,2 = [ 1 1 ]. Thus, the number of input bits is k = 1, the 
number of output bits is n = 2, and the number of memory 
registers is km = 2. The associated convolutional encoder can 
be represented graphically as in Fig.2 Note that the two output 
bits at each step are serialized using a multiplexer. 

Let us now describe the encoding mechanism. Let b be the 
current input bit being encoded, and let b1 and b2 be the 
current bits stored in the memory registers M1 and M2, 
respectively. The first output bit is 

]1[]1[]1[]1[]1[ 2,21,12,21,10, ttttt GbGbGbGbbG +=++  
 

Whereas the second output bit is 
 

]2[]2[]2[]2[]2[ 2,21,12,21,10, ttttt GbGbGbGbbG +=++  
 

After both output bits have been obtained, b1 is shifted into 
the memory register M2, and b is shifted into the memory 
register M1. Let us assume that the input vector u has length 
kp. The actual input vector is u followed by km zeros. Thus, 
the total length of the output vector is pn + mn. 
For example, let us take u = [ 0 1 0 1 ] as an input vector. 
Then, one can verify that the output vector is  

t(u) = uGt,4 = [ 0 0 0 1 1 0 1 0 1 0 1 1 ],  
Where

.
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As usual, the missing entries in Gt,4 are assumed to be zeros. 
Note that the size of the output vector t(u) is pn + mn = 8 + 4 
= 12. 
 
Definition 2.4. A (k,k,m) convolutional cryptosystem is a 
globally invertible (k,k,m) convolutional transducer if each 
output block of k bits can be uniquely into corresponding 
block of k input bits.   
Let us explain how we encrypt an input vector using a 
globally invertible (k, k,m) convolutional transducer. 
 
Remark 1 Since we always need for encryption only the 
first |u| bits of t(u), we can change the standard definition of 
an (n, k,m) convolutional transducer by replacing equation 
(1) with 

                                              ||,)( utuHut ,                          (2) 

where Ht,|u| is the restriction of Gt,|u| to the first |u| columns. 
Thus, if t is a (k, k,m) convolutional cryptosystem, then we 
always encrypt u by t(u). 

B. Dynamic convolutional cryptosystem  
In the previous subsection, we have described some 
symmetric encryption schemes based on globally invertible (k, 
k,m) (q-cascaded) convolutional transducers.The  idea in [1] is 
based on linear q cascaded dynamic convolutional and is 
comprised in the following definition. 
 
Definition 2. 5. Let k and m be nonzero natural numbers. A 
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Description of Algorithm  
Input: vector u as plaintext. 
Output: vector v as ciphertext. 
Private key: the sets 

}},...,1,0{|)1({}},...,1,0{|)0({ ,, mjGmjGS i
jt

i
jti ∈∈= U

, },...,1{ qi ∈ . 

1. set  
k

uextplalenghtp int
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2. uv =0 , 
3. For i=1 to q do  

3.1. )(vH 1-i
i

kpt,  is Constructed by the 

restriction of matrix (3) to the first kp  
columns, 
3.2. )v(H v v 1-i

i
kpt,1-ii = , 

 end do; 
    4.  qvv = . 

 
Fig. 3Description of algorithm  

 
Fig.2 A (2, 1, 2) convolutional encoder. 
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is the set of state matrices corresponding to the i-th transducer 
of the cascade, qi ,,1L= . As usual, all the operations are 
performed over the binary field GF(2). And also 
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Definition 2.6. A (k,k,m) linear q-cascaded convolutional 
cryptosystem with propagation is a globally invertible (k,k,m) 
q-cascaded convolutional transducer with propagation with 
encryption function t in which the sets qSS ,,1 L  are kept 
private. The main loop of this cryptosystem described in 
Fig.3. 
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Let ]1001[=u  be an input vector, then uvp === 0,2
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Thus encrypt u by ]1110[)()()( 1
2

4,0
1

4, == vHvuHut tt . 
The initial structure of the corresponding cascaded 
convolutional encoder can be represented graphicallyas in Fig. 
4 (a). By examining the matrices )(, bGi

jt ,one can remark that 
the cascaded encoder is globally invertible whatever its 
structure would be at the current step. More precisely, the 
structure of the first encoder in the cascade changes after 

 
Fig. 4 A (2, 2, 2) 2-cascaded convolutional encoder with propagation: (a) the initial structure of the cascaded encoder, and (b) the structure 

after encoding the first block [ 1 0 ]. 
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encoding the first input block, since the number of 1’s in the 
first input block is odd. Regarding the second encoder in the 
cascade, its structure changes after encoding the first input 
block, since the number of 1’s in the first input block is even. 
Thus, we encrypt u by t(u), and given that t is globally 
invertible, we can uniquely decrypt t(u)into u. 

And also In [2] proposed a new class of dynamic 
convolutional cryptosystems, called automata-based dynamic 
convolutional cryptosystems. 
 
Definition 2.7. Let k,m be nonzero natural numbers. A 
(k,k,m) automata-based dynamic convolutional transducer 
(abbreviated ADCT) with q states is a (q + 2)-tuple (t, f, S1, . . 
. , Sq), where 
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is the tuple of matrices corresponding to the i-th state. 
 
Definition 2.8. A (k,k,m) automata-based dynamic 
convolutional cryptosystem (abbreviated ADCC)with q states 
is a globally invertible (k, k,m) ADCT with q states in which 
the transition function if and the tuples S1, . . . , Sq are kept 
private. 
Remark 2 Since the transition function of an ADCC requires 
q2k memory locations, we should define it in such a way that 
the amount of memory required is significantly reduced. For a 
(256, 256, 32) ADCC with ten states, the transition function 
requires 10 · 2256 memory locations,which is unacceptable. 
One possibility would be to transform f into a periodic 
function. For a (k, k,m) ADCC, this can be done by defining f 
by 
f(i, u1) = f(i, u2) if and only if int(u1) mod P = int(u2) mod P, 
where 

int(u) = 2k−1u[1] + . . . + 20u[k] 
and { }kP 2,...,2,2 10∈  . It can be easily seen that the period is 
P. Thus, the number of memory locations required by the 
transition function is reduced to qP. 
 
Cascaded convolutional transducers with propagation are 
highly parallelizable. More precisely, in [1] described a 
parallel algorithm for cascaded convolutional cryptosystems 
with propagation using the shared-memory model of 
computation under the asynchronous mode of operation.  

Let t be a globally invertible (k, k,m) q-cascaded 
convolutional transducer with propagation. 
Suppose that we have k processors, denoted p1, p2, . . . , pk, 
and consider a binary vector u ∈B1×kp. 
The processors work as follows. First, each processor copies 
(concurrently) the input vector u and the matrices )(, bGi

jt  
from the global memory into its local memory. Second, for all 
l ∈  {1, 2, . . . , q}, each processor pj computes the columns 

])1(,)[(,],)[( ,, kpjuHjuH l
kpt

l
kpt −+−− L  

Then computes the products 
])1(,)[(,],)[( ,, kpjuuHjuuH l

kpt
l

kpt −+−− L  

and finally stores the corresponding output bits into the shared 
location v. The shared variable Var ensures that, at any time, 
each processor either works on the current vector-matrix 
product or stays idle. In other words, we do not allow the 
processors to work on different vector-matrix products. In line 
20, each processor pj copies (concurrently) the current output 
vector v into its local memory, since at the next iteration v 
becomes the new input vector. (starting at line 6) is finished, 
the product lies in the shared location v. 
A complete description of the parallel encryption algorithm 
(for processor pj) is provided in Fig.5.  
The parallel decryption algorithm is esentially the same 
sequence of operations, but in reverse order. When the main 
loop Lines 1,6,14,15,18, and 20 are executed concurrently, 
whereas the other lines are executed independently by each 
processor. Let us denote by W1 the maximum amount of time 

 
Fig. 5Asynchronous parallel cascaded convolutional encryption 
with propagation Asynchronous parallel cascaded convolutional 

encryption with propagation. 

INTERNATIONAL JOURNAL of MATHEMATICS AND COMPUTERS IN SIMULATION

Issue 1, Volume 1, 2007                                                                 61



 

 

spent by each processor to read (concurrently) the vector u 
(line 1, and also line 20 for v), by W2 the amount of time 
spent by each processor to read the matrices )(, bGi

jt from the 
global memory (lines 2,3,4,5),by W3 the maximum amount of 
time spent by each processor to execute (concurrently) the 
lines 14–19 at the current iteration, and by Tseq the runtime of 
the sequential algorithm. Then, the parallel running time is at 
most 

W1 +W2 + q(Tseq/qk +W3 +W1), 
since each processor spends at most W1 time to execute line 
1, at most W2 time to execute the lines 2–5, and at each of the 
q iterations starting at line 6, each processor spends exactly 
Tseq/qk time to execute the lines 7–13, at most W3 time to 
execute the lines 14 through 19, and at most W1 time to 
execute line 20.  
This encryption technique has at least four advantages over 
traditional schemes based on Feistel ciphers. First, the secret 
key of a convolutional cryptosystem is usually much easier to 
generate (just generate the matrices )(, bGi

jt such that the 
cascaded encoder is globally invertible whatever its structure 
would be at the current step). Second, the encryption and 
decryption procedures are much simpler, and consequentially, 
much faster. Third, the desired security level can be obtained 
by just setting appropriate values 
for the parameters of the convolutional cryptosystem. Finally, 
they are much more parallelizable than symmetric encryption 
standards based on Feistel ciphers. 
 

C. Claimed Security and performance 
 
The security level can be obtained by just setting appropriate 
values for 2q(m + 1) + 3 parameters: k, m, q and 2q(m + 1) 
elements  of sets ),...,1( qiSi = . As claimed in [1,2], the 
highest level of security is obtained when all the parameters 
are kept secret, since this increases the complexity of any 
cryptanalytic attack. 
If the input vector has length pk, and if d(pk) denotes the 
number of divisors of pk that are less than or equal to k, then 
the maximum number of decoding attempts is  

,]2[
)(

1 1 1

1)1(22

∑ ∑∑
= = =

++
pkd

i

m

j

q

l

jli  

since the maximum number of trials for k is d(pk) and we have 
2q(m+ 1) binary matrices of size k2 each. Note that for each of 
the  2 1)2l(ji2 + maximum trials for fixed values of i, j, and l, 
there are two decoding attempts: one attempt for the case in 
which the number of 1’s in the first input block is even, and 
another attempt for the case in which the number of 1’s in the 
first input block is odd. In fact, in [1,2] the measure of safety 
considered is huge secret key entropy. We show that this 
measure is only a necessary condition not a sufficient 
condition.    
Regarding the performance, in [1] have made several 
comparisons between a globally invertible (16, 16, 1) 2-
cascaded convolutional transducer t with propagation and the 
well-known AES Encryption Benchmark. It is shown that the 

proposed cipher is much faster than a certain AES 
implementation.  Also, due to being more complex, it is 
considered that this dynamic cryptosystem is secure against 
standard cryptanalytic attacks such as linear and differential 
cryptanalysis. Although these standard attacks may be 
infeasible, but there are attacks which are able breach the 
proposed security. 

III. CRYPTANALYSIS OF SCHEME  
The idea design of cipher is attractive but unfortunately cipher 
is not as safe as is claimed. The claimed security is 
comparable to a homogeneous strong block cipher. 
A dynamic convolutional cryptosystem is considerd  
Broken as soon as attacker finds the bits of the matrices 

q
mt

q
tmtt GGGG ,0,

1
,

1
0, ,...,,...,,..., . Breaking the cipher 

completely is a very diffcult task, However, finding partial 
information about the cipher is easy, the idea of such an attack 

 described in detail in following. 
In [1,2] is claimed that security of design is based privacy of 
the sets qSS ,,1 L . But in this section, it is shown that one can 
easily obtain the first sub-block plaintext without any 
information from the sets qSS ,,1 L . Also, if these sets are 
chosen improper then one recovers more sub-block plaintexts. 

 

A. Partial attack  
In this scheme, the first output sub-block ciphertext is 

constructed only by multiplying the first input sub-block 
plaintext (denote 1u ) and matrix 

)0()0()0( 0,
2
0,

1
0,

1 q
ttt GGGA L= . 

 Therefore, with changing the other input sub-blocks and 
fixing the first input sub-block, the first cipher sub-block 
remains fixed. And also, the contents of matrixes 

)0(,),0(),0( 0,
2

0,
1

0,
q
ttt GGG L  are always fixed, and hence 1A  

is fixed for all of arbitrary plaintext. The number of contents 
of matrix 1A is 2K , hence one can determine all of 
contents 1A . By using about 2K output bits belong to the first 
output sub-blocks and write a linear system and solve it. 
Therefore, for each ciphertext one can calculate the first sub-
block of plaintext without recovering master key.  

Additionally, if plaintext is chosen such that the first sub-
block be equal to zero and other sub-blocks of plaintext be 
random then always the first sub-block will be zero and is 
distinguishable with probability 1 from a random sequence. 
we can described similar to this attack for  a (k,k,m) 
automation-based dynamic convlutional cryptosystem. 

 
Example4 Let UU a

∞

= ×

∞

= × ΒΒ
1 11 1:

i nii kit  be a (2, 2, 2) 2-

cascaded convolutional transducer, where  
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In this example, the matrices 
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 the contents of matrixes )0(),0( 2
0,

1
0,

1
tt GGA = , are always 

fixed, and hence 1A  is fixed for all of arbitrary plaintext. The 
number of contents of matrix 1A is 4, hence one can 
determine all of contents 1A . By using about 22 2=K output 
bits belong to the first output sub-blocks and write a linear 
system and solve it. Therefore, for each ciphertext one can 
calculate the first sub-block of plaintext without recovering 
master key e.i for any plaintext the first of sub block of cipher 
text obtain of multiply firstth  sub block plaintext and matrix 

1A . 
     
Example5 Let a (16,16,1) 2- cascaded convolutional 

transducer that proposed in [1]. For an input vector of length 
64, can determine the first 16 bits of input block with 28 
output bits belong to the first output sub-blocks and write a 
linear system and solve it. Additionally, if plaintext is chosen 
such that the first sub-block be equal to zero and other sub-
blocks of plaintext be random then always the first sub-block 
will be zero and is distinguishable with probability 1 from a 
random sequence. 

 

B. Weak key  
In this system, If matrices )0(,),0(),0( 0,

2
0,

1
0,

q
ttt GGG L  in the sets 

qSS ,,1 L be equal, means that q
tGA ))0(( 1

0,
1 = , and so we can 

obtain matrix A1 and 1
0,tG . Regarding to the hamming weight 

of 11
1

1
0

1 ,,,, qvvvu L are either even or odd, we can parse all 

possible first sub-blocks 1u  to  q2  classes. Let  which for this 
matrix only second column is unknown. Hence, by using 
about 22 K× output bits belong to the second output sub-
block, attacker can write a linear system and solve it, so 

2A can be determined. Therefore with determining 1u , we 
can deduce the second sub-block.  

If this weak point continues for system, attacker can decrypt 
longer fragments of ciphertexts. This attack is described in the 
following example. 

Example6 Let UU a
∞

= ×

∞

= × ΒΒ
1 11 1:

i nii kit  be a (2, 2, 2) 2-

cascaded convolutional transducer,  
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In this example, the matrices )0()0( 2

0,
1

0, tt GG = are identical. 

Hence, 21
0,

1 ))0(( tGA =  and so we can obtain matrix 1A  

and )0(1
0,tG . Regarding that the hamming weight of 

,, 1
0

1 vu are either even or odd, we can parse all possible first 

sub-block 1u  to 22  classes. 
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this matrix only second column is unknown. Hence, by using 
about 22 K× output bits belong to the second output sub-block, 
attacker can write a linear system and solve it, so can 
determine 2A  and then the second sub-block plaintexts are 
recovered too. 

Example7 Let a (16,16,1) 2- cascaded convolutional 
transducer that proposed in [1]. For an input vector of length 
64, if the key be weak, as mentioned before, then for any 
output block, we can calculate the first 32 bits of input block 
and also if the key is not week, then can determine the first 16 
bits of input block. 

IV. CONCLUSION 
In this paper, we investigated two attacks on the proposed 

design. The first attack is a partial key recovery which for a 
(k,k,m) q-cascade was determined a fragment of ciphertext 
without calculating master key with complexity O(k2). In 
addition, a weak key on this system was found that one could 
recover longer fragment of plaintexts with complexity 
O(2×k2). 
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