
 

 

  
Abstract—Recently, the idea of design of dynamic symmetric 

cryptosystems is proposed. According to this idea, the property of 
cipher system is varied related to secret key. But unfortunately this 
cipher is not safer than whatever is claimed. In this paper, two attacks 
on the proposed design are investigated. The first attack is a partial 
key recovery which for a (k,k,m) q- cascaded convolutional 
transducers is determined a fragment of ciphertext without 
calculating master key with complexity O(k6). In addition, a weak 
key on this system is announced that one can recover longer 
fragment of plaintexts with complexity O(2×k6). 
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I. INTRODUCTION 

YMMETRIC cryptosystems such as triple DES , AES and 
others have been all designed as static ciphers, in the sense 
that their structure do not change at all during 

encryption/decryption. Recently, a dynamic symmetric 
cryptosystem [1,2] is proposed that whose structure is based 
on invertible convolution codes. The scheme is considered to 
two versions. The first one uses linear combinations of 
convolution codes and the other one exploits more 
complicated and nonlinear combinations.  

In this paper, we propose a partial attack which recovers the 
part of plaintext without determining secret key. This attack is 
applicable on both versions. For simplicity, we focus attack 
for vesion1 and then expand to vesion2. Also, we show that 
there are weak keys which can obtain partially information of 
cipher block. 

The paper is organized as follows. In section 2, we provide 
a brief introduction to convolutional codes and globally 
invertible convolutional transducer. And then, a new partial 
attack and one weak key for this systeam is described (section 
3). 
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II. SEQUENTIAL AND PARALLEL CASCADED CONVOLUTIONAL 
ENCRYPTION PROCEDURE FOR PAPER SUBMISSION 

In [1,2] were proposed a class of convolutional transducers, 
called cascaded convolutional transducers with local 
propagation. These designs are based on q-cascaded dynamic 
convolutional transducers, and are comprised in the following 
definition. Note that the following scheme is the -for 
example ] 1 1 0 0 [ ]) 1 1 [0], 0 vect([ = .                              
Definition 2.1.Let n, k, and m be nonzero natural numbers. 
An (n,k,m) convolutional transducer is a function 
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},,1,0{ mi L∈ , and the arithmetic in (1) is carried out over 
the binary field GF(2). The entries blank are assumed to be 
filled in with zeros.  
Definition 2.2. Let k and m be nonzero natural numbers. A (k, 
k, m) linear q-cascaded convolutional transducer with 
propagation is an )1( +q -tuple ),,,,( 21 qSSSt L , where t is a 
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is the set of state matrices corresponding to the i-th transducer 
of the cascade, qi ,,1L= . As usual, all the operations are 
performed over the binary field GF(2). And also 
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Definition 2.3. A (k,k,m) linear q-cascaded convolutional 
cryptosystem with propagation is a globally invertible (k,k,m) 
q-cascaded convolutional transducer with propagation with 
encryption function t in which the sets qSS ,,1 L  are kept 

private.    

III. CRYPTANALYSIS OF SCHEME  
The idea design of cipher is attractive but unfortunately 

cipher is not as safe as is claimed. The claimed security is 
comparable to a homogeneous strong block cipher. 

In [1,2] is claimed that security of design is based privacy 

of the sets qSS ,,1 L . But, in this section is shown that 

attacker can easily obtain the first sub-block plaintext without 
any information from the sets qSS ,,1 L . Also, if these sets 

are chosen improper then one recovers more sub-block 
plaintexts. 

A. Partial attack  
In this system, the first output sub-block ciphertext is 

constructed only by multiplying the first input sub-block 
plaintext (denote 1u ) and matrix 

)0()0()0( 0,
2
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 Therefore, with changing the other input sub-blocks and 
fixing the first input sub-block, the first cipher sub-block 
remains fixed. And also, the contents of matrixes 

)0(,),0(),0( 0,
2

0,
1

0,
q
ttt GGG L  are always fixed, and hence 1A  

is fixed for all of arbitrary plaintext. The number of contents 
of matrix 1A is 2K , hence one can determine all of 
contents 1A . By using about 2K output bits belong to the first 
output sub-blocks and write a linear system and solve it. 
Therefore, for each ciphertext one can calculate the first sub-
block of plaintext without recovering master key.  

Additionally, if plaintext is chosen such that the first sub-
block be equal to zero and other sub-blocks of plaintext be 
random then always the first sub-block will be zero and is 
distinguishable with probability 1 from a random sequence. 

 

B. Weak key  
In this system, If matrices )0(,),0(),0( 0,

2
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sets qSS ,,1 L be equal, means that q
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we can obtain matrix A1 and 1
0,tG . Regarding that the 

hamming weight of 11
1
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1 ,,,, qvvvu L are either even or odd, 

we can parse all possible first sub-blocks 1u  to  q2  classes. 
Let  which for this matrix only second column is unknown. 
Hence, by using about 22 K× output bits belong to the second 
output sub-block, attacker can write a linear system and solve 
it, so 2A can be determined. Therefore with determining 1u , 
we can deduce the second sub-block.  

If this weak point continues for system, attacker can decrypt 
longer fragments of ciphertexts. This attack is described in the 
following example. 
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In this example, the matrices )0()0( 2

0,
1

0, tt GG = are identical. 

Hence, 21
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1 ))0(( tGA =  and so we can obtain matrix 1A  

and )0(1
0,tG . Regarding that the hamming weight of 

 

 

Description of Algorithm  
Input: vector u as plaintext. 
Output: vector v as ciphertext. 
Private key: the sets 
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3. For i=1 to q do  
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restriction of matrix (3) to the first kp  
columns, 
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 end do; 
    4.  qvv = . 

 
Fig. 1Description of algorithm  
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this matrix only second column is unknown. Hence, by using 
about 22 K× output bits belong to the second output sub-block, 
attacker can write a linear system and solve it, so can 
determine 2A  and then the second sub-block plaintexts are 
recovered too. 

Example2 Let a (16,16,1) 2- cascaded convolutional 
transducer that proposed in [1]. For an input vector of length 
64, if the key be weak, as mentioned before, then for any 
output block, we can calculate the first 32 bits of input block 
and also if the key is not week, then can determine the first 16 
bits of input block. 

IV. CONCLUSION 
In this paper, we investigated two attacks on the proposed 

design. The first attack is a partial key recovery which for a 
(k,k,m) q-cascade was determined a fragment of ciphertext 
without calculating master key with complexity O(k6). In 
addition, a weak key on this system was found that one could 
recover longer fragment of plaintexts with complexity 
O(2×k6). 
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