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Event Driven Filtering an Intelligent Technique
for Activity and Power Consumption Reduction

Dr. Saeed Mian Qais

The classical filtering techniques are time-invariant. They

Abstract—This work is a contribution to enhance the signaprocess the signal by employing a fixed order filter, which
processing chain required in remote systems like mobiles, biomedicgderates at a fixed sampling rate [1]. Due to this time-invariant
implants, satellites, etc. The system is powered by a battery therefgegyre they are parameterized for the worst case of the

it must be power efficient. Filtering is a basic operation, almo%onsidered application. Thus, they are highly constrained
required in every signal processing system. The classical filtering is ’

time-invariant, the sampling frequency and the filter order remair'?sSpeC"'leIy |.n the case of lOV\{ activity sporgdlc signals like
unique. Therefore it can render a useless increase of the proces8iggtrocardiogram, phonocardiogram, seismic etc. It captures
activity, especially in the case of sporadic signals. In this context amd processes a large number of redundant samples which

adaptive rate filtering technique, based on an event driven samplimgreases the overall system activity and thus the power
is devised. It adapts the sampling frequency and the filter order pynsumption [12, 14, 15].

analysing the input signal characteristics. It correlates the processingl—his classical filtering shortcoming can be resolved up to a

activity to the signal variations. The computational complexity and tai tent b loving th ltirate filtering techni
the output quality of the proposed technique are compared to {rertain extent by employing the muitirate filtéring techniques

classical one for a speech signal. Results show a drasi 21]. Following this multirate filtering approach, adaptive
computational gain, of the proposed technique compared to tffe filtering techniques are devised. They are based on the
classical one, along with a comparable output quality. Event Driven Sampling (EDS) [3]. The EDS adapts its
sampling rate according to the input signal local variations [4-
Keywords— Event driven filtering, Event driven sampling, 6]. Hence, it drastically reduces the post processing chain
Activity selection, Low power consumption, Computationalctivity because it only samples the relevant information [6,
efficiency, Processing error. 7]. Recently, the EDS has been employed in several fields of
| INTRODUCTION applications [3-16, 22, 23-25].
' Section 2 briefly reviews the non-uniform signal processing
THIS work is part of a large project aimed to enhance thgg|g employed in the proposed approach. A complete
signal processing chain implemented in the mobilgnctionality of the proposed filtering technique is described
systems. The motivation is to reduce their size, cosh section 3. Section 4 deduces the proposed technique
processing noise, electromagnetic emission and especigdymputational complexity. Section 5 discusses the processing
power consumption, as they are most often powered Ryror, The proposed technique features are demonstrated with
batteries. This can be achieved by intelligently reorganizinge help of an illustrative example in Section 6. In Section 7,
their associated signal processing theory and architecture. The proposed technique performance is evaluated for a speech

idea is to combine event driven signal processing with clogfgnal. Section 8 finally concludes the article.
less circuit design, in order to reduce the system processing

activity and energy Cost. Il. NON-UNIFORMSIGNAL PROCESSING
The motivation of this work is to achieve an efficient FIR . . .
- L . . . The employed non-uniform signal processing tools are
(Finite Impulse Response) filtering technique. The idea is bo. X . . .
. ) . briefly described in the following subsections.
adapt the sampling frequency and the filter order by following
the input signal characteristics variation. In this context, an A. EDS (Event Driven Sampling)

efficient solution is proposed by combining features of both The EDS is a natural choice for sampling a large variety of
non-uniform and uniform signal processing tools. It assuressgnals. Indeed, it lets the signal to pilot the sampling process
drastic computational gain of the proposed techniqya]. The non-uniformity in the sampling process represents the
compared to the classical one. signal local variations [5, 23]. In the case of EDS, a sample is
captured only when the input analog signal x(t) crosses one of
Author is thankful to the CNRS France, the INPG France and the TIMthe predefined thresholds. Samples are not uniformly spaced
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the previous sampling instants. Activity Selection Algorithm [6, 11, 15].
t =t . +dt . (1) The ASA displays interesting features with the EDADC,
nooo T which are not available in the classical case. It selects only the
B. EDADC (EDS Based Analog to Digital Converter) active parts of the non-uniformly sampled signal, obtained

By employing the interesting EDS features, EDADCs hav\é(ith the EDADC. Moreover, it correlates the selected window

been developed. In [8-10], authors have shown advantageéecﬂ‘gth with the signal local characteristics. In addition, it
. ' R : Horovides an efficient reduction of the spectral leakage

EDADC:s like the reduced activity, the power saving and t S enomenon [6, 15]
reduced electromagnetic emission. Inspiring from these T
mtqestmg featu_res, a EDADC is employed to digitize a banﬂi_ PROPOSEEVENT DRIVEN EILTERING
limited analog signal x(t) in our studied case. ) o o

Classically, during an ideal A/D conversion process the 1he proposed technique principle is show in Figure 1. The
sampling instants are exactly known, where as sample&pPosed technique is for the energy sensitive real time
amplitudes are quantized at the ADC (A/D Converter")‘ppl'cat'ons like biomedical implants, remote monitoring
resolution [26], which is defined by the ADC number of bitsSystems, distributed sensors, etc. The activity selection and the
This error is characterized by the SNR (Signal to Noise Ratigfal features extraction are the proposed technique bases.

I

[26], which can be expressed by Equation 2 for a sinusoida€Y lead to the event driven sampling (only relevant samples
input. to process) along with the event driven filtering (only relevant

SNRdB = 176+ 602M . () operations to deliver a filtered sample). It ensures a drastic

. . . computational gain of the proposed solution compared to the
Here,M is the ADC number of bits. The SNR of anideal classical ones. The computation flow is detailed in the

ADC only depends oM and it can be improved by 6.02 dB  fo|lowing subsections.
for each increment iM.

The A/D conversion process, which occurs in EDADCs [8-
10], is dual in nature. Ideally, the sample amplitudes are o pdaptedparametersfor Fitered signal
exactly known since they are equal to one of the predefined polrence | rerameers W) ()
levels, while the sampling instants are quantized at the timer 1 (W
resolution Tymer. According to [8, 9], the SNR is given by N
Equation 3. Firers sk o

(W)
NRy = - 1119- 20i0g| 4, Tine ). @

f4q is the sinusoidal frequency used for determining the

Adapted FIR Filter

for (W)

Uniformly
lsampled Signal

(xrp, try)

[\/4»{ EDADC ‘—-[ AsA }—-| Resampler

Band-Pass Filtered Non-Uniformly Selected Signal

SNR. It mainly shows that the SNR does not dependon e o ke
anymore, but on input signal characteristics dpgy. An
improvement of 6.02 dB in the SNR can be achieved by Fig. 1 Principal of the proposed filtering technique

simply halving T . .
Tﬁg choiceg o“f;r\/ller is however crucial even for EDADCs. It A.Adaptive Rate Sampling

should be taken large enough to ensure a proper signallhe EDADC sampling frequency is correlated to x(t) local

reconstruction. This problem has been addressed in [24, 2&riations [8, 14, 15]. For a given EDADC resolution M, the

In [24], it is shown that a band-limited signal can be idealljpaximum and the minimum sampling frequencies are defined

reconstructed from non-uniformly spaced samples if thHy Equations 4 and 5 respectively.

average number of samples satisfies the Nyquist criterion. In — M _ )

the case of EDADCSs, the average sampling frequency depends FSmaX 2'fmax 2 L. )

on M and the signal characteristics [8-10]. Thus, for a targeted — ( _ )

application an appropriat®! should be chosen in order to FS“i” 2'fmin 2\/' '1 -

respect the reconstruction criterion [24]. Here, frx and fr, are the x(t) highest and lowest

o ) ) frequencies Fsx and Fs,, are the EDADC maximum and

C. ARA (Actl\ntyS.eIecnon Algor|thrT1) . ~ minimum sampling frequencies respectively.

The EDADC delivers a non-uniform time repartitioned et W represents thi" selected window, obtained with the
output. One drawback of EDADCs is that the relevant signalSA [6, 14, 15]. TheW length in secondsl', can be
parts.can be locally sampled at higher rates compared to dﬁﬁnputed at'=L'+ dt,. Here dt, is clear from Equation 1. The
classical case [8, 13]. In the proposed approach thigwer and upper bounds @hare respectively defined 85T,
shortcoming is treated up to a certain extent by exploiting th@d L'<Lmax. Here, T, is the input signalx(t), fundamental
level crossing sampled signal non-uniformity. It yieldgeriod. Ty = 1fun, fmin iS clear from Equation S.max is a
information on the signal local features. This information ifynction of system resources, maximum time frame which
employed to select only the relevant signal parts. Furthermoygelds an upper bound dmmex, used to process the incoming
characteristics of each selected part are analyzed and gigfhal. IfFs is the EDADC sampling frequency fo¥, then it

employed later on to adapt the system parameters accordingn be calculated by employing EquatiorN6is the number
This selection and local-features extraction process is callgfisamples laying inv.
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‘ Ni is offline designed forF, is employed forW. Otherwise, if
Fs =——. (6) Fs<F,, then the reference filter whose corresponding value of
K Fref, is closest and greater or equalRs is chosen fow.

Here, c is the index notation which makes a distinction

The upper and the lower bounds fesl are posed by S gPetween the chosen reference frequency and the frequencies

andFs;, respectively. In order to perform a classical filterin . . .

algorithm, the selected signal laying W is uniformly available in the reference filter bank. o

resampled before the filtering stage (cf. Figure 1) Later on Fref "’i‘nd Fs are used to definérs and a

Characteristics of the selected signal part layingMnare ~decimation factod. Frs is employed to uniformly resample

employed to choose its resampling frequerfess. The the selected signal laying W, whered is employed to

resampling process changes the resampled signal properfiésimatehc, for W. Here, hc, represents the coefficients of

compared to the original one. The resampling error depereltosen reference filter faA.The choice ofFrs depends on

on the employed interpolation technique. A procedure @&irefc andFs. For proper filtering operatioRrs should match

choosing an appropriate interpolation technique for a targettd Fref,. The techniques for selectingrs and keeping it

application and according to the employed system parametecherent withFref; are detailed as follow.

is described in [15, 17, 19]. ‘ ~In the first case, whelrs >F,, Frs= F, is chosen andc,
Once the resampling is done, there Wresamples ifW.  remains unchanged. This choiceFot makes to resamphe/

Choice ofFrs is crucial and this procedure is detailed in thgjoser to the Nyquist rate, so avoids unnecessary interpolations

following subsection. during the data resampling process. It improves the processing
) o efficiency. . .
B. Adaptive Rate Filtering In the second casE, >Fref=Fs holds. HereFrs=Fref, is

The proposed filtering approach is an enhancement of thkosen antic, again remains unchanged.
techniques presented in [7, 12, 14]. It combines strengths ofin the third casef.>Fref>Fs holds. Here,Frs=Fs is
these previous approaches to achieve better performance. chosen andhc, is online decimated in order to redueef. to
The idea is to offline design a reference FIR filters bank fd¥rs. In this case, the chosen reference filter order is reduced
a targeted application. Here, offline refers to the non real tinler W, which reduces the number of operations to deliver a
computation. The reference filters bank is designed wiffitered sample. Hence, it further improves the proposed
appropriate specifications for a set of reference samplitgchniques computational efficiency. In this case, it appears
frequenciedref. The upper bound ofref is selected aB,. F,  thatFrs may be lower than the Nyquist frequencyx(j and
is a chosen frequency for the system, which satisfies the it can cause aliasing. According to [8, 13], an appropriate
Nyquist sampling criterion. The process is clear from Equatiarhoice of the EDADC dynamic rangh/;, and the resolution
7. M can be made by exploiting the signal statistics. It ensures
F >F =2 f that the signal will cross enough consecutive thresholds. Thus,
r =" Nyq * Tmax- (7) it is locally oversampled with respect to its local bandwidth
and so the risk aliasing is canceled. _ _
The choice of lower bound dfref depends upon the filter  In order to decimathg, the decimation facta for W is
transition band and the effective valueFsf,,. (cf. Equation online computed by employing Equation 10.
5). Let [FCnin; FCra] defines the filter transition band. Now, if i _ Frer,
the condition: Fsyn > 2FCmy becomes true thefsyy, is d' = Ers - (10
chosen as the lower bound Bref. Otherwise, the lowelfref ) rs
bound is chosen in such a way that it remains greater than ¢f can be specific for each selected window depending on
equal to FCugy [15]. Frs andFref.. D'=floor(d) is computed, in order to determine
Let us suppose th&sy, defines the loweFref bound. Then Whetherd' is integral or floatlf (D'=d') holds, thenhg, is
for a targeted application, an appropriate rule can be devigéecimated withD' to deliver hj (see Equation 11)j is
for distributing differenfref elements within the rang€g,,; indexing the decimated filter coefficients. If the ordehqfis
F.]. In the considered case, they are placed uniformi@ i§ Pc. then the order dfy' is given asP=P./D'.
the length ofFref, then the process of computing the complete hi — hC
set is given by Equation & is an offset. Its value can be i D' k -(11)

calculated by using Equation 9. A simple decimation causes a reduction of the decimated
Fref :{ FSnin FSnin TA-+. FShin +(Q—1)A: F } .(8) filter energy compared to the reference. It leads to an
attenuated filtered signdD' is a good approximate of the ratio
A = Fr B I:Smin between the reference filter energy and that of the decimated
Q -1 NE) one. Therefore this decimation is compensated by schfing
with D'. The process is clear from Equation 12.
During the online computation, an appropriate reference hi _ Di h
filter is chosen for eac/. Here, online refers to the real time. i ) CDi.k -(12)
The reference filter choice is made on the basereffand the  For a fractionald, Frs is given by:Frs= Fref, /d, so it
effective value ofs. If FS>F,, then the reference filter which remains equal td=s. For the fractionald' the process for
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matchingFref, with Frs is achieved by resamplifigy atFrs.  decimator simply picks everp()"™ coefficient fromhc,. It has
The effect of onlindnc, decimation is compensated by scaling negligible complexity compared to operations like addition
the decimated filter coefficientdy’, with d. The complete and multiplication. This is the reason why this cost is not
procedure of calculatingrs andh' for the EARR technique taken into account for the complexity evaluation process.

is described on Figure 2. Later on the decimated filter impulse response is scaled, it
requiresP' multiplications. HereP' is theh,' order.

In the case of fractional, a fractional decimation dfc is
achieved. It is done by resamplihg, atFrs. The resampling
is performed with the NNRI, which perform®+2P
comparisons andP2 additions to deliveth’. (cf. Figure 2).
Finally, aP' order filter performsP'.Nr' multiplications and
P.Nr' additions forW. The computational complexity of the

proposed techniqu€gpr is given by Equation 14.
|

Cer=), @ +a +Nr‘(P‘+2)+2a,8P‘+

di= Fref,/ Frsi
Di = floor(d)

Frsi= Fref,

!

hy=he,
hj=hc,

i=1 Divisions  Floor Additions . (14)
' ' P(Nr +a)+N'+2Nr' +Q+ 2+ af1+ AP + 2P
[ h/=Resample(hc,@Frs’) ] Multiplications Comparisons

where:

- i represents the selected windows index.
- a is 1 whenF, >Fs<Fref. and O otherwise.
- pis 0 whend'=D' and 1 otherwise.

hj=d". hj
Fig. 2 The proposed technique flowchart

V. THE COMPUTATIONAL COMPLEXITY

It ig yvell known thgt a chssicEI ordgr FIR filter performs V. EILTERING ERROR
P additions andP multiplications to deliver each filtered

sample [1]. IfN is the number of samples then the total In the proposed filtering techniquieg, is employed to filter
computational complexitg can be calculated by employing W. Depending on the choséns, it can be required to online
Equation 13. decimatehc,. This online decimation can cause a filtering
C= P.N + PN precision degradation [7, 12, 14, 15]. In order to evaluate this
- — (13 phenomenon, the following procedure is adopted to estimate
Additions Multiplica tions the filtering error.

In the proposed technique, the adaptation process requires First a reference filtered signal is generated. Then instead of
extra operations for each selected window. The proposed decimatinghc, to obtainh/, a specific filteth',, is designed for
technique complexitfep is computed in the sequel. The first W by using the Parks-McClellan algorithm. It is designed for
step is the choice of a reference filbeg for W. In the worst Frs by employing the samiac, design parameters. The signal
case, it require® comparisons. Her® is the number of part corresponding toV is sampled atFrs with a high
reference frequencies in theef set. The filtering case precision uniform ADC. This sampled signal is filtered by

selection requires two comparisons (cf. Figure 3). The data gmp5i6yingh',,. The filtered signal obtained in this way is used
resampling operation is performed by employing the NNRI ¢ yhe' reference fan and its comparison is made with the
(Nearest Neighbour Resampling Interpolation). The NNRI is results provided by the proposed techniques

chosen because of its simplicity. Indeed it uses only one non- iy

uniform sample for each resampled sample. Moreover, it Lety, is then” reference filtered sample aMa is then”
provides an unbiased approximation of the original signal filtered sample obtained with the proposed filtering technique.
variance [17]. The NNRI is performed as follow. Then, the mean filtering error fop can be calculated by

For each interpolation instatmt, the interval of non-uniform employing Equation 15.
samplest], t,.1], within whichtr, lays is determined. Then the

di ! ) Nr '

istance ofr, to each, andt,.; is computed and a . 1 A

comparison among the computed distances is performed to MFE " = WZ Yo = Yn| .19

decide the smaller among them. Mdr the complexity of the n=1

first step isN'+Nr' comparisons and the complexity of the

second step isNt' additions andNr' comparisons. Hence, the

NNRI total computational complexity faW becomedV'+2Nr'  VI.  ILLUSTRATIVE EXAMPLE

comparisons and\t' additions. o , In order to illustrate the interesting features of the proposed
In the case, wheRs<Fref,, the decimation dfic is techniques, an input sigrelt) shown on the left part of Figure

required. In this goat)' is computed by performing a division 3 jg employed. Its total duration is 20 seconds and it consists of

betweerfref, iandFr§. D'is calculated by employing a floor  three active parts. Summaryxgf) activities is given in Table 1.
operation ord. A comparison is made betweBhandd'.

WhenD'=d, the process of obtainiry is simple. The
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: , (Hz)
0s ] ol - - P. 80 92 104 115 127
08 o8 - TABLE 2: SUMMARY OF THE REFERENCEFILTERS BANK PARAMETERS
. I W L'(Sec.) | N'(Samples) | Fs (Hz)
I 1 0.49 3000 6000
e T - 2 0.99 1083 1083
08 o8 = - 3 0.99 464 464
o s oo™ o s oo™ TABLE 3: SUMMARY OF THE SELECTEDWINDOWS PARAMETERS
Fig. 3 The input signal (left) and the selected signal (right)
. . Length Fs FFEfC Frs Nr' D' P
Activity Signal Components (Sec) W (Hz) | (Hz) | (Hz) | (Samples)
- - BEE
1" 0.5sin(220t)+ 0.4sin(21000t) 0.5 1; 6000 | 2500| 2500 1250 1.0 127
2™ 0.45sin(Z25t)+ 0.45sin(2150t) 1.0 2rd 1083 1126| 1126 1126 1.0 ST
3¢ 0.6sin(215t)+ 0.3sin(2100t) 1.0 3| 464 | 668 | 668 668 14 33
TABLE 1: SUMMARY OF THE INPUT SIGNAL ACTIVE PARTS TABLE 4: PARAMETERS SUMMARY FOR THE PROPOSED TECHNIQUE

Table 1 shows that(t) is band limited betweefy,=15Hz Tables 3-4 jointly exhibit the proposed technique interesting
andf,.=1kHz. In this casex(t) is digitized by employing a features, which are achieved by an intelligent combination of
3-bit resolution EDADC. Thus, the corresponding minimuntuhe non_-umform sampl_lng scheme and the uniform s_lgnal
and maximum sampling frequencies &g =210Hz and processing tools (cf. Figure 1S represents the sampling

Fs...=14kHz. The EDADC amplitude rang&Vi=1.8V is frequency adaptation by following the local variation(@y.

L . . _N' shows that the relevant signal parts are locally over-
chosen. Each activity window contains a low and a hlgg g P y

) .“sampled in time with respect to their local bandwidths [7, 12].
frequency component (cf. Taple 1). In order to filter the hig rs shows the adaption of the resampling frequency for each
frequency part from each window, a bank of 11 low-pasgected window. It further adds to the proposed techniques

reference FIR filter is implemented by employing the standaggympytational gain by avoiding the unnecessary interpolations
Parks-McClellan algorithmE,=2500Hz is chosen thus=229 during the resampling procedst' shows how the adjustment
Hz becomes in this case (cf. Equation 9). The reference filte{s Frs avoids the processing of unnecessary samples during
are designed for the same design parameters except for e post filtering proces® represents how the adaptation of
reference sampling frequency. The cut-off frequency and the for W avoids the unnecessary operations to deliver the
transition band are respectively chosen as 30Hz and [3tered signal.L' exhibits the dynamic feature of ASA, which
80]Hz. The Pass-band and the stop-band ripples are chosers &b correlate td, ¢ with the signal activity laying in it [6, 14].
-25dB and -80dB respectively. The obtained value&ref, These results have to be compared with classical cdsg. If
andP, for each reference filtérc, are given in Table 2. is chosen as the sampling frequency, then the x@atpan is

The non-uniformly sampled signal obtained at the EDADGampled at 2500 Hz. It rendé¥s20x2500=50000 samples to
output is selected and windowed by the ASA. In order torocess with the 187 order FIR filter. However, in the
apply the ASA, the reference window lendth is chosen proposed technique the total number of resampled data points
equal to 1 second. The ASA delivers three selected windowgsmuch lower and it is 3044. Moreover, the local filters orders
for the wholex(t) span of 20 seconds, which are shown on tHer W? and W? are also lower than 127. It promises the
right part of Figure 3. The selected windows parameters aremputational efficiency of the proposed technique compared
displayed by Table 3. to the classical one. A detailed complexity comparison is

In this case, a reference filter is chosen for each selecteéde in the following subsection.
window (cf. Section 3). The chosen valuesFo&f, and the
calculated values ofrs, d, Nr' and P' for the proposed

technique are summarized in Table 4. The procedure of, Complexity Comparison with the Classical Approach

calculating these values is clear from Figure 2. From Section 4, it is clear that the proposed technique

performs operations like comparisons, divisions and floors

ho hi h2y h3, hd 1h152kG TSES which differ from the classical one. In order to make the
Flzefc 210 439 668 897 techniques comparable, it is assumed thabmparison has
(PZ) 8 51 33 75 57 59 the same processing cost as an addition and a division or a
= floor has the same processing cost as a multiplication. With
hl these assumptions, the complexities of the proposed technique
hee h h h9 | hi0c 1 Cep is given by Equation 16.
Fref, 1584 | 1813| 2042 2271 2500
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N' +Nri(Pi +19+a[1+ﬁ(PC +4Pi)]+2+Q+ Selected Window w W w*
I - MFE' -36.2 -31.4 -27.4
C — Z Additions . (]_6)
EDR i N[y i
iz P'Nr +0’(P +2) Table 6:Mean Filtering Error of Each Selected Window
Multiplicéions

The proposed technique computational gain over the
classical one is computed by employing results, summariz¥tl. CASE StuDY

in Tables 3-4. These results are computed with different X(t) | order to evaluate the proposed technique performances for

time spans and are summarized in Table S. real signals, a speech sign&lt) shown on Figure 4-a is
employed.x(t) is a 1.6 second, [50Hz; 4000Hz] band-limited
Time Span (Sec.) Lt L L signal. The goal is to determine the pitch (fundamental
Gain in Additions 1.9 5.4 27.5 frequency) ofx(t) in order to determine the speaker's gender.
Gain in Multiplications 2.0 5.8 30.5 For a male speaker, the pitch lays within the frequency range

) . . . 100Hz, 150Hz], whereas for a female speaker, the pitch lays
Table 5: Computational Ga_ln of t_he I_Droposed Technique over the[Within the frequency range [200Hz, 300HZ] [2B]=16kHz is
Classical Filtering e .
chosen, which is a common sampling frequency for speech. A
-bit resolution EDADC is used for digitizingt) and we have

The gain in additions and multiplications of the propose 5n=1.5kHZ andFs,=120kHz. The EDADC amplitude range

e e s e ey o e SeaPINY 15 alwaye Set 10AV,=L8\. It renders into the quantum
quency S IV/(2¥-1)=0.12V (for M=4). The amplitude ok(t) is

(cf. Table 4), the gain is achieved thanks to the propos grmalized to 0.9V in order to avoid the EDADC saturation.

adaptive technique. This is only due to the fact that the ASA g gygied signal is part of a conversation. During a dialog,
correlates the window length to the activity (0.5 secondye speech activity is about 25% of the total time span [18]. A
while the classic case computes during the total duration Qfgssical filtering system would remain active during the 100%
T =1 second. The gains are of course much larger in tQgylog duration. However, the proposed filtering techniques will
other windows, since the proposed techniques benefit @main active only during 25% of the dialog time span, which
processing less samples with lower filter orders. For the whal@ll reduce the system power consumption.
span ofx(t) (20 seconds), the proposed technique also takesA speech signal mainly consists of vowels and consonants.
advantage of the idle parts oft), which further induces Consonants are of lower amplitude compared to vowels [18]. In
| additional gains compared to the classical case. order to determine the speakers pitch, vowels are the relevant
These results confirm that the proposed filtering achievesxd) parts. Fog=0.12V, consonants are ignored during the signal
drastic reduction in the number of operations. This reduction @&equisition process and are considered as low amplitude noise.
operations is obtained by employing the joint benefits of tHe contrast, vowels are locally over sampled like any harmonic
EDADC, the ASA and the resampling. Indeed, they enable signal [7, 12, 15]. This intelligent signal acquisition further
adapt simultaneously the sampling frequency and the filter ordaoids the processing of useless samples, within the 25 of
by following the input signal local variations. activity and so further improves the proposed techniques
computational efficiency.

B. Filtering Error

The online adjustment ¢ic, leads to a drastic computational
gain of the proposed technique compared to the classical ¢ **

1

Jos) o

05

(cf. Section 6.1). However, it can render a reduced filterin © . 0 é": ot ! 'Ig-'
quality compared to the classical case. The issue is addres o8l H 02 @#
in this section. LA S

=
o’ o.'lll!"s
LI L TT ]

-

The mean filtering error (MFE) of the proposed technique i o 05 1 15 0 15 %6088 09052094096

calculated, for each activity window by employing Equation 4-a 4-b 4-c

15. The obtained results are summarlzgd ln.TabIe 6 Fig. 4 The input signal (4-a), the selected signal (4-b) and the zoom
Table 6 shows that the online decimation hof in the of the second window (4-c)

proposed technique causes a loss of the filtering quality.

Indeed, the filtering error increases with The measure of

this error can be used to fix an upper bound dn(by

Although the consonants are partially filtered out during the
data acquisition process, yet for proper pitch estimation, it is

. : : : : equired to filter out the remaining effect of high frequencies,
performing an offline calculation), for which the demmate(fst.ﬂ present inx(t). To this aim, a gank of refer?ence |(2)W pass
and the scaled filters provide results with an acceptable le ﬁtllers is desigﬁed with t’he standard  Parks-McClellan
of accuracy. Moreover, for th.e high precision applications, Hlgorithm. F=16kHz i,s chosen thus=1450Hz (cf. Equation 9).
appropnate filter can be onllne calculated for _each select e Cut-off frequency is chosen equal to 300Hz. The transition
window at the cost of an increased computational load. nq is chosen between [300; 4000]Hz. The pass-band and stop-
conclude, an accuracy enhancement is achievable at the g§{d ripples are chosen as -25dB and -80dB respectively. The
of a reduction of the processing efficiency. corresponding values &tef, andP, for each reference filtéic,

are given in Table 7.
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For the proposed technique, an online decimation of the

chosen reference filter can be required. Thus a risk of reducing
the reference filter accuracy occurs for this approach (cf.

Section 6). A quality comparison is made between the

reference filtering and the proposed one. In this aim, the

magnitude responses of the reference and the proposed
approach filter for the Ware plotted respectively on Figures 5

hee | i | h2 | ha | héd | h5 | hé.
f;";‘f)c 1500 | 2950| 4400 s585q 300 | 8750
P. | 38 | 75 | 112 | 148| 185 | 222
hee. | h7 | h& | h9 | hio, | hil,
Ef)c 10200| 11650 13100 1455016000
P. | 258 | 295 | 332 | 368| 405

and 6. Moreover, the spectra of the filtered signal laying in

Table 7: Summary of the Reference Filters Bank Parameters

W?, obtained with the reference filter and the proposed one are
plotted respectively on Figures 7-a and 7-b. The zoom of first

spectral
e p

In order to apply the ASA,,«=0.5 seconds is chosen. Th Orr(?spectively on Figures 8-a and 8-b.

ASA delivers three selected windows, which are shown
Figure 4-b. The parameters of each selected window are
summarized in Table 8.

Megnitude Response [dB}
I

w L'(Sec.) | N'(Samples) | Fs (Hz)
¥ 0.207 2360 11379
2M 0.114 347 3054
3@ 0.121 265 2190

Table 8: Summary of the Selected Windows Parameters

Magnituce (dB)

To find the pitch, we now focus oW which corresponds
to the vowel ‘a’. A zoom on this signal part is plotted or
Figure 4-c. The chosen values Bfef. and the calculated '
values ofFrs?, d?, Nr? and P? for the proposed technique are
summarized in Table 9. The procedure of calculating these
values is depicted in Section 3.

Frequency (kHz}

Fig. 5 Magnitude response of the filter, classical approach

Megnitude Respoense (B}

nitude

In order to make a performance comparison between tl 2.
proposed technique and the classical one, the sampli
frequency and the window function length are chosen equal
Fr andL,¢ in the classical case. The computational gain of th
proposed approach compare to the classical one is compu
by employing Equations 13 and 16. The obtained results for
W are summarized in Table 10.

Table 10 confirms the proposed technique computational
efficiency compared to the classical approach. It is gained
firstly, by achieving the smart signal acquisition and secondly,
by adapting the sampling frequency and the filter order

Selected | Fref, | Frs’ Nr* d P . .
Window | (Hz) (Hz2) (Samples) ' :
W 4400 3054 347 1.4 77 : :
Table 9: The Proposed Technique Parameters for the Second Sele & *
Window ' : :

' '
' ' ' ' '
R R [T L, dooooooo (R [ PR

.................

b doooooopooooo oo oo

VRN LRAANR

Frequency (kHz}

Fig. 6: Magnitude response of the filter, proposed approach

Classical Case Proposed Case

006
S

according to the local variations ®ft). When considering a ou 2o
complete dialogue, the proposed technique will also take gj; om
fu

advantage of the idl(t) parts (75%), which will further
induce additional gains compared to the classical approach.

o

2000 4000 €000 2000 1-_))-:%;2‘303 14000 16000 Wm0

Frequenty ALE[RZ) @<)

2000 2500 30

Freouency AlE) |

Selected Gainin Gainin 7-a 7
Window | Additions | Multiplications Fig. 7 Spectra of the filtered signal obtained with the classical
W 16.17 16.26 approach (7-a) and with the proposed approach (7-b)

Table 10: Summary of the Computational Gain for the Second
Selected Window

ISSN: 1998-4464 327
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proposed technique optimization and its employment to other

008f i 0% i potential applications.
008! l" 008 |I 1
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Fig. 8 Zoom of spectra of the filtered signal obtained with the
classical approach (8-a) and with the proposed approach (8-b) REEERENCES
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