
  
Abstract—Performance analysis of color image denoising filters 

requires accurate measurements of many different effects produced 
during noise removal. Metrics in the literature consider only a subset 
of the filtering features that should be taken into account to address 
this issue. The novel set of metrics described in this paper aims at 
providing the necessary tools for analyzing the quality of a filtered 
picture from the point of view of residual noise, detail blur and color 
distortion. The approach adopts the YCbCr color space and performs 
the decomposition of the mean squared error (MSE) into six different 
components. Each MSE component focuses on a different class of 
filtering errors affecting the luminance or chroma channels of the 
filtered image. In order to validate the approach, the exact values of 
the MSE components are theoretically evaluated for some important 
nonlinear filters and used for a comparison. Computer simulations 
dealing with color pictures corrupted by Gaussian and impulse noise 
show that the results are in very good agreement with the theoretical 
values and that the method can represent a useful resource for 
analyzing the behavior of a denoising algorithm. 
 
Keywords—Color images, image denoising, image filtering,  

image analysis.  

I. INTRODUCTION 
OLOR images are nowadays involved in a growing 
number of research and application areas. Since noise 

affects almost any image processing system, the development 
of noise reduction algorithms is of paramount importance. In 
this respect, the most challenging goal for any image denoising 
filter is to reduce noise while preserving the useful information 
embedded in the image data [1-6]. Therefore, quantitative 
evaluations of different filtering features such as residual 
noise, color distortion and detail blur are necessary in order to 
assess the objective quality of a filtering process. Recently, 
some different methods have been proposed for quality 
assessment of grayscale filtered  images [7-9]. All of them 
have overcome the limitations of classical and perceptual 
quality metrics in evaluating the performance of a denoising 
filter. Indeed, it is known that classical scalar operators, such 
as the mean squared error (MSE) and the peak signal-to-noise 
ratio (PSNR), perform badly in distinguishing noise 
cancellation from detail preservation. The same problem also 
occurs for metrics that aims at mimicking human perception 
[10-14],  because  they  are  insensitive  to  different mixtures 
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of residual noise and filtering distortion that yield the same 
loss of perceived image quality. Recently introduced vector 
metrics [15-16] have constituted an effective attempt to yield 
separate evaluations of key filtering features. In the vector 
approach the MSE is typically decomposed into two different 
components dealing with residual noise and collateral 
distortion, respectively. The decomposition algorithms have 
been progressively improved and the accuracy of the results 
has significantly increased. In comparison, few metrics are 
available for color image processing applications. They 
typically encompass scalar indexes such as the normalized 
color difference (NCD) [17], the color PSNR (CPSNR) [18], 
the color quality index (CQI) [19] and the mean pixel distance 
(MPD) [20]. Scalar metrics, however, cannot separate residual 
noise from collateral distortion, as previously observed for the 
case of grayscale pictures. On the other hand, the quality of a 
color image is very often evaluated by simply applying metrics 
for monochrome pictures to the luminance channel only. In all 
these cases, the chroma information is ignored. This paper 
describes a novel approach to objective quality evaluation of 
filtered images that aims at overcoming all the mentioned 
limitations. The new method operates in the YCbCr [21] color 
coordinate system. In this approach, the MSE is first 
decomposed into two main components dealing with the 
luminance (Y) and the chroma (CbCr) information respectively. 
Each main component is then decomposed into three 
subcomponents addressing different classes of filtering errors 
(residual noise only, collateral distortion only, mixed residual 
noise and collateral distortion). The method yields significant 
advantages over other metrics: 
- it can analyze both the luminance and chroma information of 
a color picture; 
- it can yield the true values of residual noise and filtering 
distortion, whereas all other metrics fail. 
A new validation procedure is provided in the paper in order 
to evaluate the accuracy of the proposed approach. In this 
procedure well known examples of color filters are considered, 
such as the vector median (VM) and the vector sigma (VS) 
filters. For these nonlinear operators, the exact values of 
filtering errors caused by residual noise and collateral 
distortion are theoretically evaluated and used for a 
comparison. Furthermore, we show how the proposed metrics 
can easily measure the different behavior of scalar and vector 
operators for color image denoising. 
The rest of the paper is organized as follows. Section II 
describes the novel method, Section III presents the procedure 
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for metrics validation, Section IV discusses the results of many 
computer simulations and, finally, Section V reports the 
conclusions. 

II. THE PROPOSED METRICS 
The RGB color coordinate system is very often adopted for 

image display, storage and processing [22]. Other color 
coordinate systems can be adopted too [23]. The YCbCr color 
space is a more appropriate choice if we want to separate 
luminance and chroma information. As is known [21], the 
YCbCr color coordinate system is commonly adopted for 
digital television and image compression. In the YCbCr model, 
the luminance is represented by the Y channel, whereas the Cb 
and Cr components deal with the chroma information. 
Formally, let r(i,j)=[r1(i.j), r2(i.j), r3(i.j)]T, be the vector (in the 
YCbCr space) representing the pixel at spatial position (i,j) in 
the original noise-free image (i=1,…, N1; j=1,…, N2), where 
r1, r2 and r3 briefly denote the Y, Cb and Cr components, 
respectively. Similarly, let g(i,j)=[g1(i.j), g2(i.j), g2(i.j)]T and 
f(i,j)=[f1(i.j), f2(i.j), f3(i.j)]T be the corresponding pixels in the 
noisy and in the filtered picture. Thus, the filtering error in the 
k-th channel (k=1,2,3) can be expressed by the following 
relationship: 

 
           )j,i(r)j,i(f)j,i(e kkk −=          (1) 

  
Now, we want to determine the residual noise and distortion 
components of the absolute error, namely ak(i,j) and bk(i,j), 
respectively: 

 
          )j,i(b)j,i(a)j,i(e kkk +=        (2) 

 
where  0)j,i(b,0)j,i(a kk ≥≥ . In order to estimate these 
error components, the proposed method exploits additional 
information: the image that can be achieved by filtering the 
noise-free reference picture. Let d(i,j)=[d1(i.j), d2(i.j), d3(i.j)]T 
be the pixel at location (i,j) in the image that is obtained by 
applying to the reference pixel r(i,j) exactly the same 
processing that is applied to the noisy pixel g(i,j). In our 
approach, the ak(i,j) and bk(i,j) components are evaluated by 
the following rules. 
 

1) if  dk(i,j) ≤ rk(i,j) < fk(i,j) then 
ak(i,j)=ek(i,j) and bk(i,j)=0; 
 

2)   if  rk(i,j) < fk(i,j) ≤ dk(i,j) then 
      ak(i,j)=0 and bk(i,j)=ek(i,j); 
 
3) if  rk(i,j) ≤ dk(i,j) ≤ fk(i,j) then 
       ak(i,j)=fk(i,j)−dk(i,j) and bk(i,j)=dk(i,j)−rk(i,j); 

 
4)   if  fk(i,j) < rk(i,j) ≤ dk(i,j) then 

              ak(i,j)=−ek(i,j) and bk(i,j)=0; 
 

 

5)   if  dk(i,j) ≤ fk(i,j) < rk(i,j) then 
       ak(i,j)=0 and bk(i,j)=−ek(i,j); 

 
6)   if  fk(i,j) ≤ dk(i,j) ≤ rk(i,j) then 
      ak(i,j)=dk(i,j)−fk(i,j) and bk(i,j)=rk(i,j)−dk(i,j). 

 
Condition dk(i,j) ≤ rk(i,j) < fk(i,j) (first rule) means that 

filtering a noisy pixel yields a positive error whereas filtering 
the corresponding noise-free pixel would produce a negative 
error. Thus, the actual error )j,i(ek is very likely to represent 
residual noise only. Conversely, condition rk(i,j) < fk(i,j) ≤ 
dk(i,j) (second rule) means that filtering a noisy pixel yields a 
smaller error than filtering the corresponding noise-free pixel. 
Thus, the actual error j,ie is very likely to represent collateral 

distortion only. Condition rk(i,j) ≤ dk(i,j) ≤ fk(i,j) (third rule) 
means that filtering a noisy pixel gives a larger error than 
filtering the corresponding noise-free pixel. Since both errors 
are positive, both residual noise and collateral distortion are 
very likely to occur. Similar consideration apply to the 
remaining rules 
Now, let the overall MSE, evaluated in the YCbCr color space, 
be expressed as follows: 
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In the proposed approach, the MSE is first divided into two 
main components, namely luminance MSE (LMSE) and 
chroma MSE (CMSE): 
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Then, LMSE and CMSE are decomposed as follows:   
 
        cba LMSELMSELMSELMSE ++=        (6) 
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Let us focus on the LMSE. According to (8-10), it is 

decomposed into three subcomponents dealing with residual 
noise (LMSEa), collateral distortion (LMSEb) and mixed 
residual noise and distortion (LMSEc). 
The evaluation of LMSEc is one of the novelties of the 
proposed approach. Indeed, this MSE component takes into 
account the filtered pixels where both distortion and residual 
noise occur in the luminance channel. Previous MSE 
decomposition schemes for grayscale images [7,15,16] did not 
consider this quantity and, for this reason, their accuracy was 
limited. Similarly, CMSEa, CMSEb and CMSEc respectively 
address residual noise, collateral distortion and mixed residual 
noise and distortion affecting the chroma information.  
 

III. THEORETICAL EVALUATION OF THE TRUE MSE 
COMPONENTS 

In order to validate the proposed method, we shall evaluate 
the true values of all the mentioned MSE components (namely 
TLMSEa, TLMSEb, TLMSEc, TCMSEa, TCMSEb and 
TCMSEc) for some well known denoising techniques: the 
vector median (VM) [2], the vector sigma (VS) [3] and the 
scalar median (SM) filters.  

A. Vector median filter 

For this operator, the error components )j,i(a )VM(
k  and  

)j,i(b )VM(
k  can be theoretically evaluated as follows. Formally, 

let x(i,j)=[x1(i.j), x2(i.j), x3(i.j)]T, be the vector (in the RGB 
space) representing the pixel at spatial position (i,j) in the 
noisy image (i=1,…, N1; j=1,…, N2), where x1, x2 and x3 
briefly denote the R, G and B components, respectively. Let us 
consider a (2N+1) × (2N+1) window centered on x(i,j). Let W 
be the set of vector pixels inside the window: W={x1, x2,.., 
xM}, where M=(2N+1)2. Let Dn be the aggregate distance of 
the pixel xn to the set of vectors W: 
  

),(DD mn

M

1m
n xx∑

=

=                     (14) 

 

where ),(D mn xx  denotes an appropriate distance (or 
similarity) measure.  
Thus, the ordering )M()2()1( D...DD ≤≤≤  implies the same 
ordering for the corresponding vector pixels: 
 

)M()2()1( ... xxx ≤≤≤                    (15) 
 
The VM is defined as the pixel x(VM), inside the window, 
whose distance to all other pixels is minimum. Thus, according 
to the ordered sequence (15), the output )VM(y of the VM filter 
is yielded by:   
 

      
)vj,ui(

)j,i( )1(
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=

x
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where (i−u,j−v) are the coordinates of )1(x  into the window 

(−N≤u≤Ν, −N≤v≤Ν).  Now, after performing the conversion to 
the YCbCr color space, let )j.i(r  and )j.i(g  denote the vector 
pixels at location (i,j) in the reference and in the noisy picture, 
respectively. Let )j.i(kη  be the noise amplitude affecting the 
k-th component of )j.i(g :  
 
      )j,i()j,i(r)j,i(g kkk η+=               (17) 
 
Thus, the filtering error in the k-th channel can be expressed 
by the following relationship: 
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                                    (18) 
 
Let )j,i()VM(

kα  and )j,i()VM(
kβ  denote the (signed) error 

components dealing with residual noise and collateral 
distortion: 
 

)vj,ui()j,i( k
)VM(

k −−η=α                  (19) 
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Depending on the signs and amounts of )j,i()VM(

kα  and 

)j,i()VM(
kβ , the following cases can be considered (for the 

sake of simplicity, the pixel coordinates are omitted). 
Case 1: if )VM(

kα and )VM(
kβ have the same signs, then 

)VM(
k

)VM(
ka α=   and  

)VM(
k

)VM(
kb β= . 

Case 2:   if  )VM(
kα   and    )VM(

kβ   have   different   signs   

and )VM(
k

)VM(
k β>α  then )VM(

k
)VM(

k ea = , 0b )VM(
k = .

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING Volume 10, 2016

ISSN: 1998-4464 180



 

 

 

                               (a)                                                                (b)                                                                (c)  
 

                              (d)                                                                 (e)                                                                 (f)  
 

Fig.1 – 24-bit color images: (a) “Parrots” (b) “Lighthouse”, (c) “Motorbike”, (d) “Girl”, (e) “Rapids”, (f) 
“Sailboat”. 
 
 
 

Case 3: if )VM(
kα and )VM(

kβ have different signs and 
)VM(

k
)VM(

k β≤α  then 0a )VM(
k = , )VM(

k
)VM(

k eb = . 

Finally, the true values of the MSE components are computed 
by setting )VM(

kk aa = and )VM(
kk bb =  in (8-13). 

 
     B.   Vector sigma filter 

The vector sigma filter exploits the same vector ordering 
expressed by (15). Again, let us consider a (2N+1) × (2N+1) 
window centered on x(i,j) and let W be the set of vector pixels 
inside the window: W={x1, x2,.., xM}, where M=(2N+1)2. The 
output y(VS) of the vector sigma operator is defined by the 
following relationships [3]: 
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where D(1) is the aggregate distance computed by (14) and 
associated with the vector median, x(M+1)/2 is the center pixel, 
and λ is the tuning parameter that controls the smoothing. 
Since x(M+1)/2=x(i,j) and x(1)=x(i−u,j−v) (according to (16)), we 
can rewrite expression (21) as follows:  
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where D=D(M+1)/2. As in the previous case, let )j.i(r  and )j.i(g  
denote the vector pixels at location (i,j) in the reference and in 
the noisy picture after performing the conversion to the YCbCr 
color space. Again, let )j.i(kη  be the noise amplitude 
affecting the k-th component of )j.i(g . 
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                            (a)                                                                (b)                                                                  (c) 
 

Fig.2 –  (a) “Parrots” image corrupted by mixed Gaussian and impulse noise,  (b) processed by the 3×3 VM filter, (c) 
processed by the 7×7 VM filter. 

 
 
 
The  filtering error in the k-th channel can be expressed as 
follows: 
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where: 
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Depending on the signs and amounts of )j,i()VS(

kα  and 

)j,i()VS(
kβ , the residual noise and distortion components of the 

filtering error, namely )j,i(a )VS(
k  and )j,i(b )VS(

k , can be 
obtained as in the previous filter. 
 

C.    Scalar median filter 

In the past years, the simplest denoising approach often 
consisted in the application of scalar filters to each channel 
separately [2]. However, this choice typically destroys the 
correlation between color components producing an annoying 
amount of filtering errors. We shall show in the next section 
how the proposed metrics can yield a quantitative evaluation 
of these effects. Focusing on the scalar median filter, the error 
components )j,i(a )SM(

k  and  )j,i(b )SM(
k  can be theoretically 

evaluated as follows. Let us consider a (2N+1) × (2N+1) 
window centered on x(i,j) and let Wk be the corresponding set 
of (monochrome) pixels in the k-th channel (k=1,2,3): 

Wk={x1,k, x2,k,....,xM,k}, where M=(2N+1)2. Inside each set, let 
the pixel values be ordered in ascending order of magnitude: 
 

x(1),k ≤ x(2),k ≤... ≤ x(M),k                                   (27) 
 

The median in the k-th set is thus given by the following 
relationship: 

                         ( )
)vj,ui(x

x)j,i(y

kk

k,2
1M

)SM(
k

−−=

= +
          (28) 

  
where (i−uk, j−vk) are the corresponding coordinates into the 
window (−N≤uk ≤Ν, −N≤vk≤Ν). After performing the 
conversion to the YCbCr color space, the  filtering error in the 
k-th channel can be expressed as follows: 
 

)j,i()j,i()j,i(e )SM(
k

)SM(
k

)VS(
k β+α=         (29) 

 

where: 
 
     )vj,ui()j,i( kkk

)VS(
k −−η=α          (30) 

 
     )j,i(r)vj,ui(r)j,i( kkkk

)VS(
k −−−=β      (31) 

 

Like the previous cases, we can obtain the components of the 
filtering error addressing residual noise ( )j,i(a )VS(

k ) and 

distortion ( )j,i(b )VS(
k ) . 

IV  RESULTS OF COMPUTER SIMULATIONS 
In this section we report the results of many experiments 

dealing with images of the well-known Kodak test set [24]. 
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                                             (a)                                                                                                          (b) 

                                              (c)                                                                                                         (d) 

                                              (e)                                                                                                         (f) 
 

Fig.3 –  Luminance and Chroma MSE components of images corrupted by Gaussian (σ=20) and impulse noise (p=0.4) and 
processed by (2N+1) × (2N+1) VM filters: “Parrots” (a)-(b), Lighthouse (c)-(d), “Motorbike” (e)-(f). 

 
 

Six pictures from this set are considered: “Parrots”, 
“Lighthouse”, “Motorbike”, “Girl”,  “Rapids” and  “Sailboat”. 
They are shown in Fig.1. All of these pictures are 24-bit color 
images whose size is 512-by-512 pixels. In the first group of 
experiments, we generated six noisy pictures by adding zero-

mean Gaussian with standard deviation σ=20 and impulse 
noise with probability p=0.4. We processed the noisy data by 
adopting (2N+1) × (2N+1) VM filters with increasing window 
size in order to achieve different combinations of residual 
noise and filtering distortion. 
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                                                     (a)                                                                                                (b) 

                                                     (c)                                                                                              (d)  

                                                   (e)                                                                                                       (f) 
 
Fig.4 –  Luminance and Chroma MSE components of images corrupted by Gaussian (σ=20) and impulse noise (p=0.4) and 
processed by (2N+1) × (2N+1) VM filters: “Girl” (a)-(b), “Rapids” (c)-(d), “Sailboat” (e)-(f). 
 
 
For a comparison, we considered the theoretical results 
obtained in Section III. A sample of the data processed by the 
VM filter are shown in Fig.2 for visual inspection. The MSE 
components yielded by our method and the corresponding true 
values are graphically depicted in Fig.3 (“Parrots”, 

“Lighthouse”, “Motorbike”) and Fig.4 (“Girl”, Rapids”, 
“Sailboat”). We can observe that, in all cases, the novel 
approach is in perfect agreement with the theoretical values. 
The behavior is correct. As the window size increases, the 
noise smoothing becomes stronger (lower values of TLMSEa)  
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                         (a)                                              (b)                                             (c)                                              (d)  
 

Fig.5 –  Portion of the “Lighthouse” image corrupted by impulse noise with probability 0.4 and processed by 
(2N+1)×(2N+1) scalar median filters:  (a) N=1, (b) N=2,  (c) N=3, (d) N=4. 

 
 

                          (a)                                             (b)                                             (c)                                              (d)  
 

Fig.6 –  Portion of the “Lighthouse” image corrupted by impulse noise with probability 0.4 and processed by 
(2N+1)×(2N+1) vector median filters:  (a) N=1, (b) N=2,  (c) N=3, (d) N=4. 
 

 
 
and so becomes the filtering distortion (larger values of 
TLMSEb), as it should be. The TLMSEc component is 
generally low and almost constant because it addresses pixels 
with mixed residual noise and collateral distortion. Indeed, as 
the window size becomes larger, the increase of collateral 
distortion is somewhat balanced by the corresponding decrease 
of residual noise. The behavior of the chroma components 
TCMSEa and TCMSEc is similar. Conversely, the TCMSEb 
(denoting chroma blur) is typically low because the denoising 
algorithm adopts a vector approach.  
In the second group of experiments we considered the different 
effects of vector and scalar filtering. We corrupted the 

“Lighthouse” picture by superimposing impulse noise with 
probability p=0.4. Portions of this image processed by 
(2N+1)×(2N+1) scalar median filters are shown in Fig.5. Since 
the application of scalar medians disrupts the correlation 
among color components, a significant degradation of the 
chroma information is expected. This annoying effect is very 
apparent if we look at the originally white “fence” represented 
in the picture. The corresponding image data processed by 
(2N+1)×(2N+1) vector median filters are shown in Fig.6. The 
luminance distortion is similar (because it basically depends 
upon the window size), whereas the chroma errors are 
significantly lower, due to the vector approach.  
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                                                 (a)                                                                                                (b) 
 

Fig.7 –  “Lighthouse” image corrupted by impulse noise with probability p=0.4 and processed by (2N+1×(2N+1) scalar 
median filters:  (a) Luminace MSE components, (b) Chroma MSE components. 
 

                                             (a)                                                                                                (b) 
 
Fig.8 –  “Lighthouse” image corrupted by impulse noise with probability p=0.4 and processed by (2N+1×(2N+1) vector 
median filters:  (a) Luminace MSE components, (b) Chroma MSE components. 
 
 
 

The corresponding values of the MSE components are 
graphically reported in Fig.7 (scalar median) and Fig.8 (vector 
median). In order to highlight the different behavior of these 
filters, we adopted the same scale for all the graphs. If we 
focus on the luminance filtering errors (Figs.7a and 8a), we 
can see that the main effect (for N>1) is the distortion denoted 
by LMSEb and that this effect is about the same for scalar and 
vector filters having the same window size. For N>1, both 
LMSEa and LMSEa are negligible. On the contrary, if we focus 
on the chroma information (Figs.7b and 8b), we clearly see 
that the chroma distortion (measured by CMSEb) is much 
higher for the scalar technique than for the vector method, as 

expected. (The CMSEA is also higher for N=1). In any case, 
the proposed MSE components are in perfect agreement with 
the theoretical values obtained in Section III. 
In the third group of experiments we corrupted the test pictures 
by superimposing impulse noise with probability p=0.3 and we  
considered the application of the vector sigma filter. This is a 
very interesting method that preserves the details for large 
values of the tuning parameter λ., whereas it yields a growing 
cancellation of the noise as λ decreases. The MSE components 
given by our method and the corresponding true values are 
graphically depicted in Fig.9 (“Parrots”, “Lighthouse”, 
“Motorbike”) and Fig.10 (“Girl”, Rapids”, “Sailboat”). 
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                                                 (a)                                                                                                     (b) 

                                                 (c)                                                                                                    (d) 

                                                 (e)                                                                                                     (f) 
 

Fig.9 –  Luminance and Chroma MSE components of images corrupted by impulse noise (p=0.3) and processed by a 5 × 5 vector 
sigma filter with different choices of the parameter λ: “Parrots” (a)-(b), Lighthouse (c)-(d), “Motorbike” (e)-(f). 

 
 

If we consider the luminance information, we can see that the 
behavior of LMSEa and LMSEb is correct. As the filtering 
parameter λ increases, the value of LMSEa becomes larger, 
denoting more residual noise. Correspondingly, the value of 
LMSEb decreases because less distortion is produced. If we 

consider the chroma information, the CMSEa is the only 
relevant MSE component, whereas CMSEb and CMSEc are 
negligible. All the proposed MSE components perfectly 
estimates the theoretical values obtained in Section III. for this 
kind of denoising filter too. 
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                                                     (a)                                                                                                     (b) 

                                                                   (c)                                                                                                                            (d) 

                                                                  (e)                                                                                                                             (f) 
 
Fig.10 –  Luminance and Chroma MSE components of images corrupted by impulse noise (p=0.3) and processed by a 5 × 5 
vector sigma filter with different choices of the parameter λ: “Girl” (a)-(b), “Rapids” (c)-(d), “Sailboat” (e)-(f). 
 
 
 

V.  CONCLUSIONS 
 
Quantitative evaluations of key filtering features such as 
residual noise, color distortion and detail blur are of 

paramount importance for analyzing the behavior of noise 
reduction filters for color images. The novel approach 
presented in this paper operates in the YCbCr color space in 
order to separate the luminance from the chroma filtering 
errors. The MSE is first decomposed into two main 
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components dealing with the luminance and chroma 
information, respectively. Thus, each main component is 
decomposed into three subcomponents addressing different 
distributions of filtering errors. With respect to previous 
techniques (e.g. vector metrics), the new  method generates a 
larger number of MSE components for a deeper analysis of the 
filtering behavior. The accuracy of the proposed method has 
been investigated by adopting a new validation procedure. The 
true values of various MSE components have been 
theoretically evaluated for a collection of important nonlinear 
operators: the vector median, the vector sigma and the scalar 
median. Results of many computer simulations dealing with 
images corrupted by Gaussian and impulse noise have shown 
that the novel six-component approach is in very good 
agreement with such theoretical values. In particular, it can 
appraise the difference between scalar and vector filtering and 
give a quantitative evaluation of the various filtering effects. 
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