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Abstract—Speech enhancement plays an important role in speech communication systems. Speech signal enhancement in an additive noise environment in speech recognition and speaker verification system is still a challenging task. In speech enhancement process, the spectral analysis method has more advantageous than other methods due to its simplicity and effective localization of noise components in the signal. But, this method does not analyze the phase information for efficient speech enhancement. This present work proposes a modified phase spectrum compensation method for speech enhancement in a single channel environment that analyzes both the magnitude and phase spectrum of the speech signal. The performance of the proposed method is compared with that of three conventional methods (Spectral Subtraction (SSUB), Minimum Mean Square Error (MMSE) estimator, and Phase Spectrum Compensation (PSC)) through four different objective measures: Log spectral distance (LSD), log likelihood ratio (LLR), itakura-siato (IS) measure, and short-time objective intelligibility (STOI). The experimental results show that the three objective measures (LLR, LSD, and STOI) of the proposed method gives better results over the conventional methods in four different noise Signal to Noise Ratio (SNR).
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I. INTRODUCTION

Speech enhancement is a field of research that focuses on improving the quality of a speech signal under different environments, and it has become a very popular research topic in recent decades. Speech enhancement plays a key role in the speech communication process. Speech communication is one of the important modes of communication between humans and between human and machine. In real life, the users are expecting that the speech communication system should be so robust to work on any environment at any time [1]. Speech communication involves two important processes namely speaker verification and speech recognition. Interferences due to noise is significantly affecting the performance of any speech communication system and it affects the quality of the original speech signal by some ratio and it is measured using Signal to Noise Ratio (SNR). In specific, improving the speech quality of the signal under moderate to high noise (-5 dB to 15 dB) is highly challenging [1], [2]. There are several kinds of research in the literature over the past several decades discusses the speech enhancement process in a noisy environment [3]–[5].

Besides, the type of environment or surrounding also plays a key role in speech enhancement process. Because, the signal can be acquired from a different environment such as additive noise, reverberation, filtering, and clipping, etc. Hence, it is highly important to estimate the original speech information from the noise effects in the speech signal processing for developing intelligent speech communication systems. Recent developments in speech communication devices such as speech assisting devices, speech communication systems (mobile phones), hearing aids, and cochlear implants are highly sensitive to noise information present in the signal, which must be carefully removed from the original signal for efficient sound reproduction. This present work mainly focused on analyzing the degradation due to additive noises of different SNR from moderate to high values (0 dB, 5 dB, 10 dB, and 15 dB).

The major interest on speech enhancement methodology is to suppress the effect of noise in the original speech signal to improve its quality. It is one of the common problems in either single channel (one microphone) system or multi-channel (more than one microphone) system. Most of the earlier work in the literature focused on investigating the speech enhancement process in single channel microphone system due to its size, cost and computational efficiency [3]–[6]. The most successful method of speech enhancement depends on two major factors: (i) how effectively the method localizes the noise component in the signal and (ii) how intelligently it reduces the effects of noise to enhance the speech signal. Most conventional speech-enhancement methods detect the unvoiced region in the signal as noise or vice-versa [6], [7]. Noise is mainly due to artefacts or environmental factors, and the spectral analysis method can effectively distinguish the unvoiced region from the signal. Furthermore, in place of reducing the effect of noises, the speech enhancement algorithms remove the original signal information. Thereby, the performance of any speech enhancement algorithms depends on, (a) parameter settings of the algorithms (b) the value of SNR (c) type of noise and its environment and (d) calculation of noise estimation [7]. Therefore, it is always challenging to design and develop an intelligent speech enhancement algorithm that is suitable for environments with different noise backgrounds. Hence, it is highly evident to develop an intelligent and adaptive speech enhancement method for efficient speech enhancement in real-life
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applications and it is an open question for researchers over the world.

Some of the most popular speech enhancement algorithms in the literature are the spectral subtraction (SSUB) method, power spectrum compensation (PSC) method and minimum mean square error (MMSE) method [5], [8]–[13]. In order to analyze the short-time stationary properties of the speech signals, many of the speech enhancement algorithms utilized a time-frequency representation of the signals in specific short-time Fourier transform (STFT) for speech enhancement process [14]. In general, the output of the STFT is a complex coefficient which has both magnitude and phase values. Most of the research work in the literature utilized a magnitude component for speech enhancement [15]. But, recently, the phase value also considered for efficient noise suppression in speech enhancement [5], [16].

The spectral subtraction method is the most common, popular and traditional method of additive noise cancellation used in speech enhancement. In this method, the noise spectrum is assessed during the silence periods in speech sample and it is subtracted from the noisy speech signal spectrum to estimate clean speech. Here, the method had an assumption that, the magnitude spectrum of the noise is constant and the speech signal is stationary over short-time. Thereby, the effective noise cancellation through this method depends on the calculation of noisy spectrum magnitude and phase values are not considered for speech enhancement. However, this method has a limitation in introducing spectral artifacts in noise cancellation process and various works in the literature have addressed this issue on improving the performance of spectral subtraction method in speech enhancement methods [12], [17].

\[ |Y(f)| = |X(f)| - \alpha |N(f)| \]  

(1)

where \( Y(f) \) is the spectrum of an original speech signal, \( X(f) \) is the spectrum estimate of a noisy speech signal, \( N(f) \) is the average spectrum estimate of the noise signal, and \( \alpha \) is a constant. In this work, the value of \( \alpha \) is equal to one for spectrum subtraction; a value greater than 1 denotes overspectral subtraction.

In this work, for a given noisy speech sample, we determine the phase value of a voiced clean speech signal using STFT. Furthermore, we assume that the phase is uniformly distributed and independent of amplitude [6]. Under these assumptions, all four performance measures are computed from the given speech samples. However, we find in this work that the voiced sound neighboring phase values are highly correlated and that the phase trajectories are highly correlated with spectral amplitude. Thus, we conclude that using the noisy phase is only optimal under the limiting assumptions of independence and a uniform phase distribution. In STFT, the window is selected to trade off the width of its main lobe and attenuation of its side lobes to preserve most of spectral information of the signal.

This paper is organized as follows. An introduction to speech enhancement algorithms and their significance is provided in section 1. The materials and methods used to improve speech quality using the proposed methodology are described in section 2. Section 3 presents the experimental results and discussion of algorithm performance under different types of noises. Finally, the conclusions and limitations of the present work are presented in section 4.

II. EXPERIMENTAL METHODS

A. Database

This present work used the international standard NOIZEUS database for speech enhancement [17]. This database contains the speech recordings of 30 sentences from the IEEE sentence database produced by three male and three female speakers [17], [18]. Each speaker has spoken five sentences and recorded using Tucker Davis Technology (TDI) in a Speech Processing Lab at University Texas, Dallas, USA at a sampling frequency of 25 kHz and later its downsampling to 8 kHz. Since most of the speech intelligibility application involve the processing signal frequency to a maximum of 10000 Hz to cover most important frequency components for signal intelligibility [17]. Each sentence is corrupted by eight different types of real-world noises (Babble, Car, Exhibition hall, Restaurant, Street, Airport, Train station, and Train), and all the sentences include all of the phonemes in the American English language. The intermediate reference system (IRS) filters are used to obtain clean and noisy signals. A noise segment of the same length as that of the filtered clean speech signal was obtained by randomly from the noise recordings. The extracted noises segments are artificially added to the filted clean speech signal in order to reach the desired SNR levels. A short description of the database is given in Table I. For more details regarding the database can be found from [17].

B. Proposed Speech Enhancement Method

The proposed method employs the analysis modification and synthesis (AMS) framework. Analysis-modification-synthesis (AMS) framework is used in most of the single-channel speech enhancement process for effective speech enhancement in the spectral domain [17]. The AMS involve three-stage process namely, (i) analysis – here the input speech samples are processed using short-term Fourier Transform (STFT), (ii) modification – the noisy spectrum undergoes some modification in its spectrum to reduce its effect in the original signal (iii) synthesis – extraction of original speech signal using inverse STFT and overlap method. This present work analyzed the modification stage by using a complex spectrum method to effectively reduce the interference from the noise in the original speech signal for speech enhancement.

Speech is assumed to be quasistationary and is analyzed framewise. We assume that at each time instance \( n \), the clean speech signal \( x_c(n) \) is degraded by additive noise \( n_c(n) \), and the noisy signal is derived as \( y_c(n) \).

In an additive noise model,
where \( y(n) \) is the noisy speech signal, \( x(n) \) is the clean speech signal, and \( v(n) \) is the additive noise in the time domain. \( t \) is the frame number, \( t=1,2,3,\ldots,N \), and \( N \) is total number of frames.

\[
y_t(n) = x_t(n) + v_t(n) \tag{2}
\]

### TABLE I. DESCRIPTION OF THE SPEECH DATABASE.

<table>
<thead>
<tr>
<th>Segment no</th>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Total number of speech signals</td>
<td>30</td>
</tr>
<tr>
<td>2.</td>
<td>Total number of additive noises</td>
<td>8</td>
</tr>
<tr>
<td>3.</td>
<td>Total number of noisy signals</td>
<td>960 samples: 30 clean signals × 8 types of noises × 4 SNRs</td>
</tr>
<tr>
<td>4.</td>
<td>SNR ranges</td>
<td>0 dB, 5 dB, 10 dB, and 15 dB</td>
</tr>
<tr>
<td>5.</td>
<td>Min duration of clean/noisy signals</td>
<td>2.116 sec</td>
</tr>
<tr>
<td>6.</td>
<td>Max duration of clean/noisy signals</td>
<td>3.508 sec</td>
</tr>
<tr>
<td>7.</td>
<td>Sampling frequency</td>
<td>25000 Hz</td>
</tr>
<tr>
<td>8.</td>
<td>Downsampling frequency</td>
<td>8000 Hz</td>
</tr>
</tbody>
</table>

In the frequency domain, Equation (1) becomes

\[
Y_t[\omega_k] = X_t[\omega_k] + V_t[\omega_k] \tag{3}
\]

where \( Y_t[\omega_k], X_t[\omega_k] \) and \( V_t[\omega_k] \) are Discrete Short Time Fourier Transform (DSTFT) representations of output, input and noise spectrum, respectively, and \( k \) is the \( k^{th} \) discrete frequency. In this work, we assume that the harmonic frequencies and amplitudes are constant for a given length of speech signal using STFT.

The proposed method is illustrated in Fig. 1. It is based on Phase Spectrum Compensation method given by Paliwal et al. [13], [14]. In which conjugate symmetry of DSTFT is used to cancel noise components by changing angle of DSTFT spectrum.

The proposed method uses power spectral density (PSD) of the speech signal, which gives power per unit frequency, to detect the presence of speech and noise in a given frame. An average power spectral density, \( P_t \), is computed for each frame \( t \).

The phase spectrum compensation function is

\[
\Psi_t[\omega_k] = \phi[\omega_k] Z_t[\omega_k] \tag{4}
\]

where \( \phi[\omega_k] \) is an antisymmetric function based on antisymmetric property of phase and is kept same for all frames, given as

\[
\phi[\omega_k] = \begin{cases} 
1, & 0 < \frac{k}{N} < \frac{1}{2} \\
-1, & \frac{1}{2} < \frac{k}{N} < 1 \\
0, & \text{otherwise}
\end{cases}
\]

\[(5)\]

\( Z_t[\omega_k] \) is the inverted power spectral density function scaled by a constant \( \sigma \) and computed as

\[
Z_t[\omega_k] = \sigma P_t \tag{6}
\]

Inverted Power spectral density \( \overline{P}_t \) is obtained by subtracting average power spectral density of each speech frame \( t \) from the maximum power spectral density of frames. The higher value of PSD of frames shows the high noise content and smaller value of PSD of frames indicates the high speech content. This allows suitable change for compensation.

Therefore, the modified DSTFT Noisy spectrum is given as,

\[
Y_\psi[\omega_k] = Y_t[\omega_k] + \Psi_t[\omega_k] \tag{7}
\]

The modified phase spectrum is computed as,

\[
\angle Y_\psi[\omega_k] = \text{ARG} |Y_\psi[\omega_k]| \tag{8}
\]

where \( \text{ARG} \) is complex angle function, \( Y_t[\omega_k] \) is the output spectrum, and \( \Psi_t[\omega_k] \) is the noisy spectrum.

The enhanced complex spectrum is estimated as

\[
\hat{X}[\omega_k] = |Y_\psi[\omega_k]| e^{j \angle Y_\psi[\omega_k]} \tag{9}
\]

It is then converted into time domain using Inverse STFT. Finally, the overlap add method is applied to get enhanced time domain signal, \( \hat{x}_t(n) \).

### C. Objective Speech Quality Measures

In general, the impact of noise in a signal degrades its quality and it is always non-uniform. Objective speech quality measures are used to analyze the distortion levels in a signal.
on each frame over time [19]. In specific, the speech frequency varies over the time and a sequence of phonemes are used to produce the speech. Thereby, the magnitude of background noise effect varies in a speech. Though numerous performance measures are used in the literature for assessing the performance of speech enhancement methods, we focused to analyze the four most important measures such as Log spectral distance (LSD), Log Likelihood Ratio (LLR), Itakura Siato (IS) measure, and Short-time objective intelligibility (STOI) for performance comparison. These objective measures used to quantify the effect of background noises in the signal and to compare the performance of speech enhancement in different algorithms [20], [21].

![Fig. 1: Overview of the proposed speech enhancement method](image)

1) Log Likelihood Ratio

The speech production process can be effectively modeled using linear prediction (LP) models. Most of the objective performance measures depend on the calculation of a distance between two sets of linear prediction coefficients (LPC) calculated on the original and the enhanced speech. Log likelihood ratio (LLR) is one of the most common types of distance measure used in speech recognition applications. It was first introduced by Itakura as a distance measure for speech recognition applications [22], [23]. This method has since been applied in many speech-processing applications, such as speaker verification, speaker recognition, and speech recognition.

The log likelihood Ratio is defined as

\[ LLR(\vec{s}_o, \vec{s}_e) = \log \left( \frac{\vec{s}_e^T R_e \vec{s}_e}{\vec{s}_o^T R_o \vec{s}_o} \right) \] (10)

where \( \vec{s}_o \) is the Linear Predictive Coding (LPC) vector coefficient of the original signal frame, \( \vec{s}_e \) is the LPC vector coefficients of an enhanced signal frame and \( R_e \) is the autocorrelation coefficient matrix of the original speech signal. In this work, only the smallest 95% of frame LLR values are considered to compute the average LLR value, and values of LLR within the range of 0 to 2 are considered in this work to avoid the influence of outliers.

2) Log Spectral Distance

The distance measure between the feature vectors of the original speech signal spectrum to the enhanced speech signal spectrum. It is always a symmetric measure unlike to IS and LLR measure [22]. It is defined as

\[ LSD(\vec{s}_o, \vec{s}_e) = \frac{1}{\sqrt{2\pi} \sigma_o} \int_{-\pi}^{\pi} \left[ 10 \log_{10} \left( \frac{\vec{s}_e^T \vec{s}_e}{\vec{s}_o^T \vec{s}_o} \right) \right] d\omega \] (11)

The average value of spectral distortion over a large number of frames between the LPC log power spectrum of the original signal, \( \vec{s}_o(\omega) \), to the LPC log power spectrum of an enhanced speech signal, \( \vec{s}_e(\omega) \), gives us the quantity of LSD.

3) Itakura-Siato Distance Measure

The Itakura-Siato (IS) distance measure is defined as [23]

\[ IS(\vec{s}_o, \vec{s}_e) = \frac{\sigma_o^2}{\sigma_e^2} \left( \frac{\vec{s}_o^T R_e \vec{s}_o}{\vec{s}_o^T R_o \vec{s}_o} \right) + \log \left( \frac{\sigma_o^2}{\sigma_e^2} \right) - 1 \] (12)

Here, \( \sigma_o^2 \) and \( \sigma_e^2 \) are the gain of the LPC coefficients of the original and enhanced speech signals, respectively. Here, the IS were limited to the range of [0,100] to reduce the number of outliers in the signal.

4) Short-Time Objective Intelligibility

The short-time objective intelligibility (STOI) is a performance measure used to find the correlation between the temporal envelopes of the clean speech signal to the enhanced speech signal in short-time overlapped segments. Initially, the speech samples are short-time segmented using the windowing process, normalizing the windowing coefficients; then, the value of the correlation coefficient is calculated for each segment. Later, the average value of correlation coefficient over all the time segmented speech signal represents the value of speech intelligibility measure. STOI can be considered as an alternative to the speech intelligibility index (SII) or the speech transmission index (STI), when you are interested in the effect of nonlinear processing to noisy speech, e.g., noise reduction, binary masking algorithms, on speech intelligibility [20]–[23].

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

This section presents the experimental results of the present work. All the experiments were performed on the NOIZEUS speech corpus database to analyze the performance of the proposed speech enhancement method and compare it with that of three conventional speech enhancement methods (SSUB, MMSE and PSC). This database has been used by several researchers for speech enhancement applications and...
its gender-matched database, and it has 30 IEEE sentences. One of the speech sample (Train) at 15 dB SNR is excluded from this work for analysis. Since the original signal source in the database is corrupted and could not be used for analysis.

Initially, the speech samples from the database are framed using a hamming window method with a window length of 25 ms over the 40% overlapping between the frames. This windowing is applied to all the speech samples in the database. Later, the speech samples are added with an additive Gaussian noise of different SNR of the same window length of original speech signals. Then, the STFT is applied to the noisy speech signals and extracted its magnitude and phase spectrum values.

Finally, the speech signals are reconstructed to derive the time domain speech signals using a two-stage approach, namely, the inverse STFT and overlap-add method. Later, four different objective measures are computed from the original (clean) speech signal and enhanced speech signal for performance comparison over each frame. The time series plot of the original (clean) and enhanced speech signal over four different SNRs is shown in Fig. 2. This plot represents the signal variations over the 15000 samples for different SNRs. From the Fig. 2, it is highly evident that, the proposed method has effectively suppressed the additive Gaussian noise through the PSD-PSC speech enhancement method and the output (enhanced) speech signal is highly matched with the original (clean) speech signal. Figs. 3-6 illustrates the performance of log spectral distance measure of four different speech enhancement methods over eight types of noises.

Fig. 3 shows the spectral power distribution over frequency for a speech signal with car noise at 0 dB, 5 dB, 10 dB, and 15 dB. Most studies related to speech enhancement method are limited to a few types of noises, and very few have analyzed the performance of a speech enhancement method over eight types of noises. The average value of LSD over 30 speech signals in 0 dB noise is shown in Figs. 4-7. From the results, it indicates that the proposed speech enhancement method gives the lowest value of LSD over the other three methods. In specific, the performance of the proposed method shown the improvement in speech enhancement process over conventional methods. Also, the average value of LSD close to zero (enhanced signal is almost similar to clean signal) when the noise SNR increases. Among the four different speech enhancement methods, the PSC has a higher LSD value and then followed by SSUB (Spectral Subtraction method).

The LSD variations at different noise levels (5 dB, 10 dB and 15 dB) are shown in Figs. 4-7. The experimental results confirm that the proposed method achieves lower LSD values than conventional speech enhancement methods for most types of noise. The PSC method does not perform well in enhancing the quality of the speech signal after filtering under four noise levels (0 dB, 5 dB, 10 dB and 15 dB). There are no large differences between the MMSE, SSUB and proposed method in speech enhancement process when using the LSD measure. However, the proposed method achieves better performance than the other methods due to the inclusion of phase variations in the speech enhancement process.

Table II shows the performance of STOI, LLR and IS measure of four different noise SNRs over eight types of noises. The value of STOI, LLR and IS represents the average value over 30 speech signals. From the experimental results, the proposed method achieved a higher STOI value in comparison with other methods over four different SNRs. Also, the value of STOI steadily increases while the noise SNR increases. Though there are no large differences in STOI values among the speech enhancement methods, the proposed method perform well in comparison with the conventional methods. In the case of LLR, the proposed method achieves the lowest value in comparison with the other three speech enhancement methods. But, in the case of Itakura-Siato measure, spectral subtraction and MMSE method give optimal performance in speech enhancement over the proposed method.

The proposed method is derived from the PSC method, with modification in phase spectrum computation; hence, these two methods yield a higher IS value than do MMSE and SSUB. The experimental results show that the proposed speech enhancement method performs well in three different, realistic SNRs in real time and yields optimal results at lower SNR values (e.g., 0 dB). This strong performance at lower SNR values occurs because the magnitude and phase spectrum of these values are more valuable for the speech enhancement process than are higher values. Though the present work gives better performance over conventional methods on three different noise SNRs over 30 different speech samples, it has some limitations. Firstly, the proposed method analyzes the speech signal of fixed frame duration, it is also important to analyze the performance of the proposed method with different frame durations. Secondly, the proposed method should be tested with other open-source and international standard speech corpus to validate its efficiency in speech enhancement process. Thirdly, the proposed method is evaluated only through objective measures, but, it is also important to analyze the performance of the proposed system using subjective measures and with a combination of subjective and objective measures. Lastly, the proposed method is evaluated through only a selected and most popular objective measures for analyzing its performance. In future, the researchers will work on addressing all the above five limitations to fine-tune the proposed method for improving its robustness on speech enhancement process.
Fig. 2: Time series signal plot of the speech signal over four different SNRs: (a) 0 dB (b) 5 dB (c) 10 dB and (d) 15 dB
Fig. 3: Power spectral density plot of speech signal with noise (car) at different noise levels: (a) 0 dB (b) 5 dB (c) 10 dB and (d) 15 dB

Fig. 4: Average LSD values over eight types of noise at 0 dB
Fig. 5: Average LSD values over eight types of noise at 5 dB

Fig. 6: Average LSD values over eight types of noise at 10 dB

Fig. 7: Average LSD values over eight types of noise at 15 dB
The performance of the proposed method is analyzed using four objective speech quality enhancement algorithms. The performance of the proposed method analyzes the phase values of the signal besides the amplitude and frequency in conventional speech enhancement for single-channel applications. This proposed method analyzes the phase values of the signal over conventional methods and it is confirmed through the three objective measures namely, STOI, LLR, and LSD. Table II summarizes the performance of STOI, LLR and IS measure over four different noise SNRs.

<table>
<thead>
<tr>
<th>Noise</th>
<th>STOI</th>
<th>LLR</th>
<th>IS Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subway</td>
<td>0.851</td>
<td>0.824</td>
<td>0.873</td>
</tr>
<tr>
<td>Air</td>
<td>0.855</td>
<td>0.827</td>
<td>0.871</td>
</tr>
<tr>
<td>Car</td>
<td>0.841</td>
<td>0.828</td>
<td>0.863</td>
</tr>
<tr>
<td>Airport</td>
<td>0.867</td>
<td>0.827</td>
<td>0.881</td>
</tr>
<tr>
<td>Station</td>
<td>0.847</td>
<td>0.826</td>
<td>0.872</td>
</tr>
<tr>
<td>Exhibition</td>
<td>0.871</td>
<td>0.823</td>
<td>0.891</td>
</tr>
<tr>
<td>Street</td>
<td>0.841</td>
<td>0.823</td>
<td>0.864</td>
</tr>
<tr>
<td>Restaurant</td>
<td>0.873</td>
<td>0.825</td>
<td>0.886</td>
</tr>
</tbody>
</table>

Table II: Performance of STOI, LLR and IS measure over four different noise SNRs

NEW: Proposed speech enhancement method

IV. CONCLUSION

In this work, we investigated a complex spectrum based speech enhancement for single-channel applications. This proposed method analyzes the phase values of the signal besides the amplitude and frequency in conventional speech enhancement algorithms. The performance of the proposed method is compared with that of three conventional speech enhancement algorithms: Minimum Mean Square Error (MMSE), Spectral Subtraction (SSUB) and Power Spectrum Compensation (PSC). This present experiment revealed that the proposed method performed well in improving the quality of the speech signal over conventional methods and it is confirmed through the three objective measures namely, STOI, LLR, and LSD. Future work should focus on analyzing the performance of the proposed method under different operating conditions, including different noise environments; developing new
performance (composite) measures by combining the objective and subjective measures to evaluate the performance of the proposed algorithm; and utilizing recent machine learning methods, such as deep learning [23], to improve the proposed method's potential in real-time system design.
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