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Abstract—Networked control system models with packet dropout in multi-packet transmission were established under hypothetical conditions in this paper, and the system was seen as a switched system. The causes of packet dropout in networked control system are analyzed in view of single-packet transmission and multi-packet transmission respectively. Based on Lyapunov stability theory, the property of the networked control system with multi-packet dropout was analyzed from the point of view of an asynchronous dynamic system. The method which determined the multi-packet dropout boundary to keep the system steady was given. The simulation results show the influences of multi-packet dropout on the system performance and prove the validity of the analytical method proposed in this paper.
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I. INTRODUCTION

Networked control system is a control system with controllers, actuators and sensors communicating through a communication network. Networked control system has attracted the attention of the scientific community in the last decades due to its many benefits such as lower weight and power requirements, high reliability and flexibility, ease of installation and maintenance, etc. Typical examples are traffic monitoring, large-scale distributed industrial processes, distributed software systems in cloud computing architectures, spacecraft, fieldbus systems, intelligent traffic systems, autonomous robots, multi-agent systems and satellite clusters, etc. Whereas, there are still many challenges. The insertion of autonomous robots, multi-agent systems and satellite clusters, etc. These challenges require the networked control system to be able to withstand a certain proportion of data loss, when the packet dropout rate exceeds a certain value, the system will be unstable. So far, in the existing works, there have been several papers which addressed the stability analysis, control problems for networked control system. The literature [1] proposed a suitable networked control scheme and its stability analysis framework have been developed for controlling inherent electromechanical oscillatory dynamics observed in power systems. A novel adaptive two-level quantizer, which generates 1-b per sample and can be used for a class of industrial networked control systems in literature [2]. A novel interval delay system approach is used for stability analysis and control synthesis for networked control systems with two static quantizers [3]. Stability analysis and state feedback controller design of networked control systems with multiple-packet transmission and packet dropout in both the sensor-to-controller and controller-to-actuator are studied in [4, 5]. However, networked switched control systems, whose switched plant with all actuators and sensors, and switched controllers connected by communication channels, have not drawn attention in the multi-packet dropout until recently.

The main contributions of this paper are shown in the following aspects. First, the networked control system models with packet dropout in multi-packet transmission are established and the causes of packet dropout in networked control system are analyzed. Secondly, the system performance of networked control system with multi-packet dropout under different circumstances is analyzed from the point of view of asynchronous dynamic system and the method which determined the multi-packet loss boundary to keep the system stable is given. A theorem for exponential stability of closed-loop systems with data packet dropouts is proposed, and two simulation examples are given to verify the effectiveness of the proposed method above.

II. SYSTEM MODELING

It is necessary to model the multi-packet transmission as the control signal must be divided into multiple-packet for...
transmission when the data collected by the sensors is larger than the maximum transmission range.

First, make the following assumptions:

**Assumption 1:** The delay between the controllers and the sensors can be neglected, that is to say, when the data packet exceeds the maximum transmission delay, the data packet is assumed to be lost.

**Assumption 2:** The data packet loss is assumed to be a random process.

**Assumption 3:** The controllers and actuator are event-driven and the sensors are time-driven.

Networked control system is studied when there are multiple-packet dropout between the sensors and controllers, and it is modeled as a switched system, and then the stability problem of networked control system can be transformed into that of switched system [6]. The stability of subsystems and random packet dropout are considered together since the stability of switched systems is not only related to subsystems, but also to the switched time [7].

The networked control system is modeled as a switched system with a certain probability switch. When the switch is at $S_1$, the data packet $y_1(k)$ is transmitted to the controller. If the switch is at $S_2$, the data packet $y_2(k)$ is transmitted to the controller. If the switch is at $S_n$, the data packet $y_n(k)$ is transmitted to the controller.

The structure of networked control system with multi-packet dropout is shown as Fig.1.

Suppose that the process model is

$$
\begin{align*}
    \dot{x}(t) &= A_p x(t) + B_p u(t) + \alpha(k), \\
    y(t) &= C_p x(t) + \beta(k),
\end{align*}
$$

and suppose that the state equation of the controller is

$$
\begin{align*}
    \dot{\hat{x}}(t) &= A_e \hat{x}(t) + B_e \hat{y}(t), \\
    u(t) &= C_e \hat{x}(t) + D_e \hat{y}(t),
\end{align*}
$$

where $x(t) \in R^n$, $t$ is sampling period, $k \in n$, $A_p = e^{A_k}$, $B_p = \int_0^t e^{A_k} B_0 dt$, $A \in R^{n \times n}$, $B \in R^{n \times m}$, $C_p \in R^{1 \times n}$, $C_e \in R^{1 \times m}$, $\alpha(k)$ and $\beta(k)$ are noises.

The system outputs are divided into multiple data packets through multi-packet transmission in networked control system. Not considering the disorder of time series [8]. Suppose the data packets are sent in the following order by sensors: $S_1 - S_2 - ... - S_n - S_1 - S_2 - ...$, and when the switch is located at $S_i$, it means that the data packet $y_i(k)$ is transmitted in the network. Let:

$$
y(k) = \begin{bmatrix} y_1(k) \\ y_2(k) \\ \vdots \\ y_n(k) \end{bmatrix}, \quad \hat{y}(k) = \begin{bmatrix} \hat{y}_1(k) \\ \hat{y}_2(k) \\ \vdots \\ \hat{y}_n(k) \end{bmatrix},
$$

when the switch is located at $S_1$, yielding

$$\hat{y}_2(k) = y_2((k-1)t), ... , \hat{y}_n(k) = y_n((k-1)t),$$

when the switch is located at $S_2$, yielding

$$\hat{y}_1(k) = y_1((k-1)t), \hat{y}_2(k) = y_2(k), ... , \hat{y}_n(k) = y_n((k-1)t),$$

when the switch is located at $S_n$, yielding

$$\hat{y}_1(k) = y_1((k-1)t), \hat{y}_2(k) = y_2((k-1)t), ... , \hat{y}_n(k) = y_n(k),$$

when the data packets transmitted in the network are $y_j(k)$, let the augmented vector be

$$z(k) = [x^T(k), \hat{x}^T(k), \hat{y}^T(k)]^T.$$

when the switch is located at $S_1$, the state equation of the process is

$$x((k+1)t) = A_p x(k) + B_p C_p \hat{x}(k) + B_p D_p \hat{y}(k) + \alpha(k).$$

The state equation of the controller is

$$\dot{\hat{x}}((k+1)t) = A_e \hat{x}(k) + B_e \hat{y}(k),$$

$$\hat{y}_1(k) = y_1(k), \hat{y}_2(k) = y_2((k-1)t), ... , \hat{y}_n(k) = y_n((k-1)t).$$

Since no data packet loss occurred, there are

$$\hat{y}_1(k) = y_1(k),$$

$$\hat{y}_2(k) = y_2((k-1)t) = \hat{y}_2((k-1)t),$$

$$\hat{y}_n(k) = y_n((k-1)t) = \hat{y}_n((k-1)t).$$

As above, the model of networked control system without multi-packet dropout is

$$z((k+1)t) = A_z z(k) + B_z \sigma(k),$$

where $x((k+1)t) = A_p x(k) + B_p C_p \hat{x}(k) + B_p D_p \hat{y}(k) + \alpha(k)$. 

Fig.1. Networked control system structure with multi-packet dropout
where the first row block of the blocking matrix \([P_0 \ P_1 \ P_2]\) is the first row block of the blocking matrix \([C_pA_p \ C_pB_pC_c \ C_pB_pD_c]\), the lower right corner of matrix \(P_2\) is a unity matrix, the others are \(0\), the first row and the first column of the blocking matrix \(C_0\) is the first row and the first column of the blocking matrix \(C_p\), the others are \(0\), the first row and the first column of the blocking matrix \(I_0\) is a unity matrix, the others are \(0\).

Assume \(y_i(kt)\) is now transmitted in the network, but it is lost, one has \(\hat{y}(kt) = \hat{y}(k-1)\). Let the augmented vector be

\[
z(kt) = [x(kt) \ \hat{x}(kt) \ \hat{y}(kt)]^T,
\]

and the process state equation is

\[
x((k+1)t) = A_p x(kt) + B_p C_c \hat{x}(kt) + B_p D_c \hat{y}(kt) + \alpha(k),
\]

and the state equation of the controller is

\[
\hat{x}(k+1)t = A_c \hat{x}(kt) + B_c \hat{y}(kt).
\]

Then model of networked control system with multi-packet dropout can be written as below:

\[
z((k+1)t) = A_z z(kt) + \alpha(k),
\]

\[
A_z = \begin{bmatrix} A_p & B_p C_p & B_p D_p \\ 0 & A_c & B_c \\ P_0 & P_1 & P_2 \end{bmatrix}, \quad A_z = \begin{bmatrix} I & I \\ 0 & 0 \end{bmatrix}.
\]

III. STABILITY ANALYSIS

When network transmission is introduced into the control system, it will inevitably lead to the data packet dropout besides the effect of time delay. There are three main reasons.

First, as the core of network nodes, microprocessors cannot always ensure that they can work properly, and occasional failures are inevitable. When a node fails, it is obvious that the communication task will fail which will result in data packet dropout.

Second, conflicts are essentially inevitable in random access networks. In post-conflict situations, although most network communication protocols can realize the mechanism of conflict-relay, but the information retransmissions have set a timeout function, once the timeout arrives, the communication task will be abandoned, then data packet dropout occurs.

Third, in the actual system, the external environment will inevitably affect the quality of data transmission through the channel. Thousand disturbances cause physical signal dislocation, which cause the actual data distortion after it reaches the destination node. The perfect communication protocols have effective error detection or correction mechanism, and the error packets are usually discarded by the destination node. Similarly, although many communication protocols have a failure-retransmit mechanism, time-out may occur. Once the timeout arrives, the communication task will be abandoned which will still lead to data packet dropout.

Packet dropout often occurs after network transmission is introduced into the control system, besides the inevitable delay effect. A typical NCS structure with packet dropout is given in Fig.2[9].

The state vector of the process is denoted by \(x\), the control variable is denoted by \(u\), the input of disturbance is denoted by \(n\), the controlled variable is denoted by \(u\), the output of sensor is denoted by \(y\), the measurement output of the controller through the network is denoted by \(\hat{y}\).

![Fig.2. System block diagram with packet dropout](image)

It indicates that the network works normally and no data packets are lost when the sampling switch is closed, whereas there is a loss of data packets when the sampling switch is disconnected. Sampled-data feedback control system allows partial data loss generally, but excessive packet loss may cause system unstable.

Consider the multi-packet dropout problem, a networked control system is actually an asynchronous dynamic system (ADS) which means that it is a system that includes both discrete and continuous dynamics. There are some conclusions about the stability of asynchronous dynamic systems below [10].

**Lemma 1** : Consider an asynchronous dynamic system

\[
x(k + 1) = f_x(x(k)), s = 1, 2, ..., N,
\]

if there is a Lyapunov function \(V(x(k)) : \mathbb{R}^n \to \mathbb{R}_+\) and scalars \(\alpha_1, \alpha_2, ..., \alpha_N\), satisfy

\[
\alpha_1 \alpha_2 \cdots \alpha_N > \alpha > 1,
\]

\[
V(x(k + 1)) - V(x(k)) \leq (\alpha^{-2} - 1)V(x(k)), s = 1, 2, ..., N,
\]

then it can be said that the asynchronous dynamic system is exponentially stable.
Lemma 2 : If the system is a difference equation
\[ x((k+1)h) = \Phi x(kh), \]
for each \( s = 1, 2, ..., N \), can find a corresponding Lyapunov function:
\[ V(x(kh)) = x^T(kh)Px(kh), \]
and scalars \( a_i^r a_i^z \cdots a_i^r > \alpha > 1 \), then it can be said that the sufficient condition for exponential stability of the system is
\[ \begin{aligned}
\log_a a_1 + \log_a a_2 + \cdots + \log_a a_N &> 0, \\
\Phi^T P \Phi &\leq \alpha^{-2} P,
\end{aligned} \]
where \( s = 1, 2, ..., N \), \( \alpha > 1 \).

When a single packet is transmitted, the two states of a switch are used to describe the packet dropout and non-loss of packet, so the two states are two different events. Make the probability of packet dropout event to be \( \beta \), then it can be said that the two states are two different events. Make the successfully transmitted probability of data packet is \( 1 - \beta \).

It can be seen from the above that the networked control system model with packet dropout is
\[ z((k+1)h) = \Phi z(kh), \]
\[ \Phi_{S_i} = \begin{bmatrix} \Phi & -\Gamma k \\ \Phi & -\Gamma k \end{bmatrix}, \Phi_{S_i} = \begin{bmatrix} \Phi & -\Gamma k \\ 0 & I \end{bmatrix} \]

Theorem 1 : Let the Lyapunov function of the Switched system
\[ z((k+1)h) = \Phi z(kh) \]
is \( V(x(kh)) = x^T(kh)Px(kh) \), where \( P \) is a symmetric positive definite matrix, assume the successful transmission rate of networked control systems is \( r \), packet dropout rate is \( 1 - r \), when there exist positive and constant numbers \( a_1, a_2, \) satisfy
\[ \alpha_i a_i^{1-r} > 1 \]
\[ \begin{bmatrix} -P^{-1} & a_i \Phi_i \\ a_i \Phi_i^T & -P \end{bmatrix} \leq 0 \]
then the networked control system is asymptotically stable.

The effective sampling period of the system is \( h = h / r \) when the successful transmission rate of networked control system is \( r \), where \( h \) is the actual sampling period of the system. Namely, it is necessary to choose a larger sampling period when there are multi-packet dropouts through the system transmission in order to ensure the stability of the system. This theorem shows that when a higher sampling rate is adopted, the method of losing parts of the data packet can then be used to reduce the network load and to ensure the stability of the feedback system [11].

Assuming that the closed-loop system without data packet loss is stable, the following theorem exists for the system with data packet dropout.

Theorem 2 : Assuming that the closed-loop networked control system does not have data packet loss, the closed-loop system is stable, \( \{ 1 \} \) if the open-loop system is stable, the closed-loop system is exponentially stable for transmission rate \( 0 < r \leq 1; \{ 2 \} \) if the open-loop system is unstable, then for all \( 1 / \gamma_1 < r \leq 1 \), the closed-loop system is exponentially stable, where
\[ \beta = \log_a \left[ \lambda^2 (\Phi - \Gamma K) \right], r_2 = \log_a \left[ \lambda^2 (\Phi) \right], \]
\[ \Phi = e^{\alpha t}, \Gamma = \int_0^t e^{\alpha t} B ds. \]

Proof: by the theorem 1, make \( \beta_i = \alpha_i^2 i = 1, 2 \), assume the data packet successful transmission rate \( r \) satisfies
\[ \log_a \beta_2 - \log_a \beta_1 < r \leq 1, \beta < 1, 0 < \beta < \beta_2. \]

For the positive definite symmetric matrix \( P \), it has:
\[ \beta_1 P = \Phi_1^T P \Phi_1, \beta_2 P = \Phi_2^T P \Phi_2, \]
where \( \Phi_1 = \begin{bmatrix} \Phi & -\Gamma K \\ \Phi & -\Gamma K \end{bmatrix}, \Phi_2 = \begin{bmatrix} \Phi & -\Gamma K \\ 0 & I \end{bmatrix} \).

Then the networked control system is exponentially stable. The transmission rate \( r \) depends on the choose of \( \beta_1, \beta_2 \). Therefore, in order to make the networked control system progressively stable, there must be
\[ \beta_1 > \lambda^2 (\Phi_1), \beta_2 > \lambda^2 (\Phi_2). \]

If the lower bound of data packet successful transmission rate \( r \) is to be obtained, \( \log_a \beta_2 - \log_a \beta_1 \) must be minimized, where
\[ \log_a \beta_1 < 0. \]

As
\[ \lambda^2 (\Phi_1) = \lambda^2 (\Phi - \Gamma K), \lambda^2 (\Phi_2) = \left\{ 1, \lambda^2 (\Phi) \right\}, \]
\[ \beta_k > \lambda^2 (\Phi_k), k = 1, 2, \]
so there is
\[ \beta_k = \lambda^2 (\Phi - \Gamma K), \beta_2 = \left\{ 1, \lambda^2 (\Phi) \right\}. \]

Therefore, if and only if the open-loop system \( \Phi \) is stable, the networked control system is exponentially stable for any transmission rate \( r \).

If the open-loop control system \( \Phi \) is unstable, for
\[ \frac{1}{1 - \gamma_1} < r \leq 1, \]

ISSN: 1998-4464
\[ r_1 = \log_a [\lambda_{\text{max}}^2 (\Phi - \Gamma K)], \quad r_2 = \log_a [\lambda_{\text{max}}^2 (\Phi)], \]

and

\[ \frac{\log_a \beta_2}{\log_a \beta_1 - \log_a \beta_1} < r \leq 1, \quad \beta < 1, \]

the closed control system is exponentially stable. This completes the proof.

IV. SIMULATION

A. Simulation Example for Stable System

Assume an open-loop stable discrete process

\[
\begin{align*}
x(k+1) &= A x(k) + B u(k) \\
y(k) &= C x(k) + D u(k)
\end{align*}
\]

where \( A = \begin{bmatrix} 0.9 & 0.2 \\ 0 & 0.75 \end{bmatrix}, \quad B = \begin{bmatrix} 0.004 \\ 0.022 \end{bmatrix}, \quad C = \begin{bmatrix} 6.3 & 0 \end{bmatrix}, \quad D = 0. \)

The open-loop block diagram of the system is shown in Fig.3.

It can be seen that the open-loop discrete control system is stable from the open-loop system output step response curve shown in Fig.4.

A state feedback block \( u = Kx \) is added in to the open-loop system shown in Fig.3, where \( K = [5.4 \quad 7.8] \). The simulation structure diagram of closed-loop control system without data packet dropout is shown in Fig.5.

It can be seen that the state feedback controller enables the system better steady-state performance from Fig.6. Assuming the packet dropout of the system is periodic, a packet loss segment is added into the closed-loop control system shown in Fig.3, and the simulation structure of the networked control system with packet dropout is obtained and shown in Fig.7. The step response curve of the closed-loop networked control system with 10% packet dropout is given in Fig.8.
It can be seen that the output of the networked control system oscillates when packet dropout occurs, but the system remains stable from Fig.8. For open-loop stable systems, consider Fig.4 and Fig.6, packet dropout will have a certain impact on the stability of closed-loop systems, but it will not make the system unsteady.

B. Simulation example for unstable system

Assume a open-loop instability discrete control process:

\[
\begin{align*}
\dot{x}(k+1) &= Ax(k) + Bu(k) \\
y(k) &= Cx(k) + Du(k)
\end{align*}
\]

where \( A = \begin{bmatrix} 1.2 & 0.1 \\ 0.5 & -0.2 \end{bmatrix} \), \( B = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \), \( C = \begin{bmatrix} 8 & 0 \end{bmatrix} \), \( D = 0 \).

A feedback segment \( u = Kx \) is added into the open-loop unstable system, where \( K = [2.9202 \ 0.6232] \). The response curve is shown in Fig.9. The output response curves of the closed-loop system with different packet dropout rates are shown in Fig.10-12.

It can be seen from Fig10 and Fig.11 that when the packet loss rate is 10% and 20%, the system stability is affected by the
packet loss rate, but the system remains stable. While in Fig.12, when the packet loss rate increases to 30%, the system becomes unstable. The simulation result shows that for open-loop unstable systems, when the packet loss rate exceeds a certain range, packet loss will not only affects the stability of the system, but also makes the system unstable.

![Fig.12. Response curve of closed-loop system with 30% packet loss](image)

The control system and the feedback state matrix can get the packet dropout rate $r$ through the stability theorem, this parameter can be used to design the controller of the networked control system. The lower bound of the packet dropout rate $r$ must be got firstly when the matrix $A$ and $B$ are only known in order to design the state feedback matrix $K$, and then the controller can be designed through this parameter. Assume that there is no data packet dropout, and the gain matrix $K$ can make the closed-loop system stable when packets are transmission. The maximum packet loss boundary is defined as follows.

Assume the networked control system with data packet dropout in multi input-output state feedback as below.

$$
\begin{align*}
\begin{cases}
    x(k+1) = \Phi x(k) + \Gamma_1 u(k) + \Gamma_2 w(k), \\
    u(k) = -K\lambda(k)x(k)
\end{cases}
\end{align*}
$$

For any given arbitrary packet loss rate $r < r_{\text{max}}$, this system is mean square stable, $r_{\text{max}}$ is referred to as the maximum packet loss boundary.

Define a matrix $E = r\Phi \otimes \Phi + (1-r)(\Phi - \Gamma K) \otimes (\Phi - \Gamma K)$, let $M = r\Phi \otimes \Phi$, $N = (1-r)(\Phi - \Gamma K) \otimes (\Phi - \Gamma K)$, $M$ is considered a perturbation of $N$, $M$ is equal to $N$ when there is no packet dropout.

Define the stability domain:

$$
\sigma(S) = \inf \left\{ r \left\| \Delta \right\|_2 : \Delta \in \mathbb{R}^{n \times n}, S + \Delta \text{ is unstable} \right\},
$$

where $\Delta$ is the unstable disturbance, $\left\| \Delta \right\|_2$ is a spectral norm. Assume $r(T-S)$ is the structural perturbation of $S$, and the regular system is $S+r(T-S)$, when there is no packet dropout, the regular system is $S$, when $r=1$, the regular system is $T$. Therefore, there are

$$
\begin{align*}
\max r (T-S) \left\| \Delta \right\|_2 \geq \sigma(S),
\end{align*}
$$

and the stability radius $\sigma(S)$ needs to be determined.

Given a $n \times n$ -dimensional stability matrix $A$, and the stability radius $m_c = \inf F$, $F$ is a $n \times n$ -dimensional matrix, $A+F$ is an unstable matrix.

For the continuous system $A$ and $F$, define

$$
\begin{align*}
m_c = \min_{\omega \in \mathbb{R}} \xi_n(j\omega I-A),
\end{align*}
$$

where $\xi_n$ is a minimum singular value, $I$ is an unity matrix.

Define the maximum attenuation rate of the system as below

$$
\alpha = \max_i \text{Re} \lambda_i(A),
$$

where $\lambda_i(A)$ is the characteristic value of $A$. The lower bound of instability $A+F$ is that the minimum singular value of $A$ is smaller than the maximum attenuation rate of $A$.

The stability radius can be obtained by the following methods for discrete systems.

Define

$$
\begin{align*}
m_d = \min \xi_d(z)-I, \\
\beta = 1-r(A),
\end{align*}
$$

where $r(A)$ is the spectral radius of $A$, $\beta$ is the attenuation rate of the discrete System.

Theorem 3: For a given matrix $A$, the equation

$$
\begin{align*}
m_d = \min \xi_d(z)-I, \\
\beta = 1-r(A),
\end{align*}
$$

is valid if and only if

$$
\xi_n(z-I-A) = \min_i \left| \lambda_i(z-I-A) \right|.
$$

Proof: Let

$$
\lambda_i(A) = a_i + b_i z = \cos \theta + \sin \theta \cdot j, \theta \in [-\pi, \pi],
$$

yielding

$$
\left| \lambda_i(z-I-A) \right| = (1 + a_i^2 + b_i^2 - 2r)^{1/2},
$$
\[
y = a_i \cos \theta + b_i \sin \theta,
\]
so that
\[
-(a_i^2 + b_i^2)^{1/2} \leq y \leq (a_i^2 + b_i^2)^{1/2},
\]
and
\[
\min \frac{[a_i(z-A)]}{i=1} \leq \frac{[1 - (a_i + b_i)^{1/2}]}{i=1}
\]
take the minimum \( i \) on both sides of the equation, then we have
\[
\min \frac{[a_i(z-A)]}{i=1} \leq \frac{[1 - (a_i + b_i)^{1/2}]}{i=1} = 1 - r(A),
\]
from the theorem condition above, yielding
\[
\xi_n(x) \leq \lambda_i(x),
\]
so that
\[
\xi_n(z-A) \leq \max \frac{a_i(z-A)}{i=1}.
\]
Take the minimum values of the two sides of the upper formula in the unit circle, yielding
\[
\min \frac{\xi_n(z-A)}{i=1} \leq \min \frac{\lambda_i(z-A)}{i=1}
\]
Because \( \min \frac{\lambda_i(z-A)}{i=1} = 1 - r(A) \), by synthesizing the upper two expressions, one has
\[
\min \frac{\xi_n(z-A)}{i=1} \leq 1 - r(A).
\]
By definition above, there has
\[
m_d = \min \frac{\xi_n(z-A)}{i=1},
\]
namely
\[
m_d \leq 1 - r(A).
\]
This completes the proof.

V. CONCLUSION

Based on the hypothesis of networked control system, this paper analyses the networked control system model with packet dropout through multi-packet transmission, and studies the causes of packet dropout in networked control system. The system performance of networked control system with multi-packet loss under different circumstances is analyzed from the point of view of asynchronous dynamic system, and the influence of multi-packet dropout on system performance is illustrated by simulation. The stability conditions and stability boundaries of NCS with data packet loss are obtained.
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