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Abstract—To improve the accuracy of plant leaf image recognition with a small dataset of plant leaves, a convolution neural network (CNN) plant leaf image recognition method based on transfer learning is proposed. First, a plant leaf image database was expanded by pre-processing the original plant leaf images through random horizontal and vertical rotation and random zooming. The expanded dataset was then processed by mean removal and divided into training and testing sets at a ratio of 4:1. Second, transfer learning training was performed on the plant leaf dataset using existing models (AlexNet and InceptionV3) that were pre-trained on a large dataset. To ensure these models can be adapted to image recognition for plant leaves, the original parameters of the last fully connected layer were replaced, whereas those of all other convolution layers were retained. Finally, the method proposed in this paper was compared to support vector machine, deep belief network, and CNN through testing on the ICL database. A Tensorflow training network model was used in the comparison test, and the results were visualized by Tensorboard. The testing results showed a considerable improvement in recognition accuracy when using the pre-trained AlexNet and InceptionV3 models, where the training dataset accuracies were 95.31% and 95.4%, respectively.
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I. INTRODUCTION

PLANT species recognition plays a major role in botanical research [1]. As plant leaves contain abundant information about the plant species and are easy to collect, plant leaf recognition has become the most direct and effective method for plant species recognition. However, the traditional leaf recognition methods mainly rely on manual identifying the shapes of leaves. This type of method involves heavy workloads, is highly inefficient, and is subjective in nature. To date, many effective plant recognition methods have been developed. Ingrouille and Laird [2] sorted different oaks using principal component analysis based on 27 leaf features. Liu and Kan [3] obtained leaf texture features by combining a local binary pattern (LBP), a gray-scale co-concurrent matrix, and Gabor filtration. They then compared these texture features with profile features such as the Hu invariant moment and Fourier operator and achieved a high recognition rate using a deep belief network (DBN) classifier. Zheng et al. [4] also achieved a high recognition rate using a support vector machine (SVM) classifier based on multiple leaf geometries including the Hu invariant moment, gray-scale co-concurrent matrix, and fractal dimension. Fu et al. [5] recognized and classified different leaves using a k-nearest neighbor method by combining LBP features with the shape features of leaves. After the AlexNet [6] model won the ImageNet [7] Large Scale Visual Recognition Competition (ILSVRC), many deep convolutional neural networks (CNNs) such as GoogleNet [8], VGGNet [9], and ResNet [10] began to emerge. These models have since been applied to an increasing number of research studies for specific image recognition tasks. Jeon and Rhee [11] sorted plant leaves by extracting leaf features automatically using a CNN. An 8-layer CNN was used by Zhang and Huai [12] to train and recognize leaf images included in the PI@antNet leaf dataset as well as their own expanded datasets. The use of CNN+SVM and CNN+SoftMax classification helped to achieve recognition rates of 91.11% and 90.90%, respectively.

CNN model training requires millions of parameters, therefore, many labeled samples are required. Thus, the CNN can perform extremely well only with a complicated network model and a sufficiently large sample size [13]. Missing training samples are likely to result in problems such as over-fitting or trapping in a locally optimized result [6]. To solve this problem, a transfer learning method is proposed. Transfer learning can effectively resolve problems which caused by missing samples, therefore, has been widely used in the field of image recognition.

Considering the limitations of traditional plant leaf image recognition methods, in order to improve the recognition accuracy of plant leaf images, we studied the plant leaf recognition method based on the transfer learning with convolutional neural network.
II. THEORY

A. Convolutional Neural Networks
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A convolutional neural network (CNN) is a deep learning model, the structure of which is shown in Fig.1.

---

The iteration process of the SGD weight is expressed in the following two equations as follows:

\[ W_i = W_i - \eta \frac{\partial L(W,b)}{\partial W_i} \]  
\[ b_i = b_i - \eta \frac{\partial L(W,b)}{\partial b_i} \]

where \( \eta \) is the learning rate used for controlling the strength of back propagation.

B. Transfer Learning

Transfer learning is a machine learning method that focuses on storing gained knowledge while solving one problem and applying it to different but related problems. The objective is to transfer “knowledge” from one domain to related domains. For a CNN, transfer learning involves successfully applying knowledge obtained from a specific dataset to other new domains [18]. As long as there is a relationship between the source domain and the target domain, transfer learning can realize the reuse and transfer of learned knowledge in similar or related fields by means of the knowledge extracted from the source domain data and features, so that the traditional from zero beginning learning becomes accumulative learning, which not only reduces the cost of model training, but also significantly improves the learning effect [19].

Transfer learning can be divided into instance-transfer approach, feature-representation transfer, and parameter-transfer approach according to specific implementation approaches. When the data of the source domain and the target domain are very similar, the instance-transfer approach can effectively solve the problem of insufficient target domain samples; the feature-representation transfer approach finds the potential feature space shared by the source domain and the target domain by reconstructing features to minimize the difference between the domains; parameter-transfer approach which assumes that the source tasks and the target tasks share some parameters or prior distributions of the hyper-parameters of the models. The transferred knowledge is encoded into the shared parameters or priors. Thus, by discovering the shared parameters or priors, knowledge can be transferred across tasks [20].

Donahue et al. [21] used features extracted from a deep CNN model trained on the ImageNet dataset as general visual features. They then applied these features to different tasks such as scene recognition and bird classification and achieved excellent classification results.
III. PLANT LEAF IMAGE RECOGNITION BASED ON TRANSFER LEARNING

A. Architecture of the Model

Both the AlexNet and InceptionV3 [22] pre-trained models were used in this paper. The AlexNet architecture consists of 5 convolution layers, followed by 3 fully connected layers. The first two convolution layers are each followed by a normalization layers. Max-pooling layers follow both normalization layers as well as the fifth convolutional layer. The ReLU non-linearity is applied to the output of every convolutional and fully-connected layer. The InceptionV3 architecture is a much deeper and wider architecture with 46 layers. It consists of 11 inception modules which uses parallel 1×1, 3×3, and 5×5 convolutions along with a max-pooling layer in parallel [23]. The architecture of the InceptionV3 model is shown in Fig.2. First, all the parameters of the convolutional layers in the trained InceptionV3 model were frozen except for those in the last fully connected layer, which were replaced by our trained 42 fully connected SoftMax. The network layers before the last fully connected layer are known as bottleneck layers. Once a plant leaf image is inputted in the network, a 2048-dimensional feature vector is eventually generated in the bottleneck layer. This feature vector is stored in a .txt file and used to train the SoftMax classification.

```
Fig. 2 Architecture of InceptionV3
```

B. SoftMax Classifier

The SoftMax classifier is a generalization of the logistics regression model on a multi-classification problem. In a multi-classification problem, each class y can have r different values. For training set \( \{ (x^{(i)}, y^{(i)}) \}_{i=1}^{n} \), the corresponding class labels are \( y^{(i)} \in \{1, 2, ..., r\} \). For a given input \( x^{(i)} \), the probability value \( p(y^{(i)} = k | x^{(i)}) \), \( k = 1, ..., r \) can be evaluated for each of the \( k \) classes using the assumption function \( h_{k}(x^{(i)}) \). Here, \( h_{k}(x^{(i)}) \) is a column vector containing \( r \) rows of entries that can be summed to 1. Each of the entries denotes the probability that a specific classification result will be derived. The assumption function \( h_{k}(x^{(i)}) \) can be expressed as [24]:

\[
h_{k}(v) = \frac{e^{p(y^{(i)} = k | x^{(i)})}}{\sum_{j=1}^{r} e^{p(y^{(i)} = j | x^{(i)})}} \tag{7}
\]

where \( \lambda_{1}, \lambda_{2}, ..., \lambda_{r} \) are the parameters of the model. The probability of labeling \( x^{(i)} \) as the class \( k \) is given by

\[
p(y^{(i)} = k | x^{(i)}; \lambda) = e^{p(y^{(i)} = k | x^{(i)})} / \sum_{j=1}^{r} e^{p(y^{(i)} = j | x^{(i)})} \tag{8}
\]

The class \( k \) associated with the maximum value of \( p(y^{(i)} = k | x^{(i)}; \lambda) \) is regarded as the classification result of the current sample. This result will be compared to the real label. The classification is correct if they are the same, and vice versa.

IV. EXPERIMENTAL DESIGN AND RESULTS ANALYSIS

The experiments were performed on a Jupyter notebook with an Anaconda3 distribution using the open source deep learning framework, Tensorflow, as the developing environment. We used Graphics Processing Unit (GPU) for acceleration, and the GPU used in the experiment is GTX 1080. The loss and accuracy curves in the experimental results are drawn by the data visualized by, TensorBoard [25], which were used to analyze the convergence of the convolutional neural network.

A. Experimental Data and Preprocessing

Plant leaf images were obtained from the ICL database [26], which was established by the Intelligent Computing Lab at Hefei Mechnical Research Institute at the Chinese Academy of Sciences. ICL contains leaf samples from approximately 220 types of plants. The number of samples for each type ranges from 26 to 1078. All images were scanned to have a monochrome background and size of 200 × 500 pixels. Forty-two types of plants, with each type containing more than 50 samples, were selected for this experiment. There were 4771 leaf images in total. Some of the images from the dataset are shown in Fig.3.

```
Fig. 3 ICL Leaf Image Dataset.
```

To eliminate over-fitting to a certain degree, the dataset was expanded by random horizontal and vertical rotation of the original images using Python script. The total number of images in the expanded dataset was thus increased to 10285. The expanded dataset was called ICL-new. It was divided into
training and testing sets at a 4:1 ratio. All images were modified to a uniform size of 224 × 224 pixels and 299 × 299 pixels for fitting in the AlexNet and InceptionV3 models, respectively. Fig.4 shows the series of images obtained after the pre-processing.

![Series of images obtained after preprocessing](image)

A mean value removal [14] was performed on the samples before processing the images with CNN, as shown by the following equation:

$$x' = x - \mu$$

where $\mu$ is the mean value of the sample in the training set.

B. Experimental Setup.

The model used in the experiment was initialized using the weight and bias of the AlexNet model pre-trained on ImageNet. The last fully connected layer of this model was replaced by a 42 fully connected SoftMax classifier. The modified model was eventually used to train the plant leaf image dataset. The learning rate, number of iterations, Batch-size, and dropout were set to 0.001, 50, 64, and 0.5, respectively. For the convenience of description, this method is called “Fine_Alex.”

The feature vectors were obtained by training the plant leaf image dataset with the InceptionV3 model pre-trained on ImageNet. These feature vectors were then used as input to train a 42 fully-connected SoftMax layer. During this procedure, the learning rate and number of iterations of the model were set to 0.01 and 4000, respectively. For the convenience of description, this method is called “Fine_IncepV3.”

C. Experiment Results and Analysis

To verify the effect of data enhancement, we compared the trend of training loss and test accuracy with the number of iterations of our methods on the original ICL dataset and the expanded ICL dataset (ICL-new). In Fig.5 and Fig.6, with the increase of the number of iterations, the training loss of the ICL and ICL-new all decreases gradually, while test accuracy of the ICL and ICL-new all increases. We can also obtain the training loss of the ICL-new is smaller than the ICL, while the test accuracy is higher. The training loss and test accuracy in the model of AlexNet and InceptionV3 reveal that the results on the ICL-new are better than ICL.

![Training Loss and Test Accuracy of the AlexNet Model in ICL and ICL-new](image)

![Training Loss and Test Accuracy of the InceptionV3 Model in ICL and ICL-new](image)

Figure 7 shows the accuracy and loss of our Fine_Alex method in ICL-new. Here, the red and blue lines represent the performance of the training and testing datasets. In Fig.7(a), we can see when the number of iterations is 30, the loss of the training set is still changing, while the loss of testing dataset has been stabilized at approximately 0.2. There was over-fitting.
Figure 8 shows the accuracy and loss curves when the Fine_IncepV3 method was used on the training and testing datasets, respectively. These curves shared a consistent trend in which both the accuracy and loss values basically stabilized when the number of iterations reached 4000. No over-fitting was observed for this model.

In order to evaluate the impact of different feature extraction methods on the accuracy of testing dataset, we reproduced the approach proposed by Zheng et al.,[4] and the approach proposed by Liu and Kan [3]. They all extracted the shape and texture features of the plant leaf images. Zheng et al.,[4] used the SVM classifier, Liu and Kan [3] uses the DBN classifier. The methods are referred to as SVM, DBN.

To evaluate the performance of our method, a BP neural network model, is also compared. In this part, a two hidden layers and one output layer BP neural network model build with Matlab Neural Network Toolbox[27] is applied, as shown in Fig.9. The BP method uses the features of the literature 4. The numbers of neurons in the hidden layers are 60 and 120, the learning rate is 0.05, the momentum factor is 0.9, and the maximum number of training steps is 10000, the target error is 0.003.

The results of contrasting experiments for different methods performed on the ICL-new dataset are listed in Table 1. Among the methods, the CNN method extracted features from the plant leaf image dataset by directly assigning random initial weight parameters to each layer and bias values to the AlexNet model. These features were then classified using the SoftMax classifier with identical parameters set with the Fine_Alex method. The term “time” referenced in the table represents the total time required to complete training and testing.

Table 1 show that SVM and BP methods were advantageous in terms of time duration but suffered from low accuracy.

The reason for this is that SVM and BP methods relied on manual extraction in order to obtain multi-features, a process that requires a certain level of expertise. Compared to SVM and BP methods, DBN method had better accuracy because of the use of a complicated DBN classifier in the classification model. However, because DBN method also used features from manual extraction, it still depended highly on the dataset. In other words, a large volume of data was still required to train its model. Compared with the SVM method, BP method, and DBN method, our methods have improved the accuracy, mainly because the methods of automatically extracting features from the depth model are superior to the traditional artificial feature extraction method.

For a deep learning model, a satisfying result can only be obtained with extensive data. Because the size of the dataset used in this experiment was small, the accuracy of the CNN method remained very low. In addition, the CNN method trained the model from scratch, which was thus time-consuming. The Fine_Alex method had advantages over the CNN method in terms of time and accuracy. This means that fine-tuning a model pre-trained on a large dataset and applying it to other specific fields is a more time-saving and accurate approach when compared to training from scratch. In other words, applying transfer learning on a small dataset is feasible. Furthermore, we found that the Fine_IncepV3 method...
required less time and was more accurate than the Fine_Alex method because the former contained more layers and had better convergence compared to the latter.

V. CONCLUSION

A transfer-learning-based CNN plant leaf image recognition method was proposed in this paper. Pre-trained AlexNet and InceptionV3 models were used to perform transfer learning on a plant leaf image dataset. Experimental results showed that these two methods yielded an accuracy of 95.31% and 95.4% on a testing dataset, respectively. Compared to the AlexNet model, the InceptionV3 model contained more layers, which yielded faster convergence without overfitting between the training and testing datasets. We also used a CNN to extract the features of the plant leaf image dataset by directly assigning random initial weight parameters to each layer and bias values to the AlexNet model. We compared this method to the Fine_Alex method and determined that a well-trained model from a large dataset could be fine-tuned and applied to related fields to achieve a better recognition rate and in less time.

Compared to similar studies, the deep learning model proposed in this paper required fewer pre-processing operations on a testing dataset and extracted the features of plant leaf images automatically and with better accuracy.

The limitation is that all sample images trained and tested in this paper are single background, but in reality, most of the acquired image of the plant leaf has a more complex background. There is no in-depth study of the sample images in the natural environment or in a complex background, so the main goal for the future work is to capture images from complex background and use them to improve the automatic recognition of plant leaf in practice.
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