
 

 

Abstract—The research of control system based on sEMG signal 

is a popular field at present. It collects bioelectricity of human 

body through surface electrode. It has the new characteristic of 

subject fusion, and it is the combination of engineering technology 

and medical theory, specifically the application of cross 

combination of control science and electrophysiology. In this 

paper, the human surface EMG signal is taken as the research 

object, and a manipulator control system based on 

one-dimensional convolutional neural network (CNN) is proposed, 

and the functions and implementation methods of each part of the 

system are analyzed. The experimental results show that the 

recognition accuracy of the training model is 0.973, and the design 

scheme of EMG signal recognition and classification system with 

deep learning method is feasible. The successful design of the 

system provides technical support and theoretical basis for the 

further study of electrophysiological signals. 

 

Keywords—Deep Learning, EMG Signal, Neural Network, 

Electrophysiological Technology. 

I. INTRODUCTION 

n recent years, both researchers in the field of control 
engineering and doctors in the field of electrophysiology 
have paid great attention to the processing and recognition of 

EMG signals, which has become a research hotspot, thus 
promoting a new situation of cooperation between medical and 
engineering departments. This cooperation has made the 
research and application of EMG signals develop rapidly.  

Through the body's muscle activity and nervous system 
adjustment, and use of electrophysiological technology to 
detect and obtain EMG signals, especially the introduction of 
artificial intelligence and the application of big data, it rapidly 
promoted the new way of intelligent medical treatment and 
auxiliary diagnosis, so the research of EMG signal control 
system based on deep learning is very meaningful, and provides 

 

 

 

guidance for the control of intelligent prosthesis. So as to 
improve the recognition rate of correct gesture and the 
portability of system function. 

Literature [1,2] studies the acquisition and preprocessing 
of signals, literature [3,4] studies the recognition and 
classification of signals, and has achieved some results, but 
there are still some problems in the above literature, including 
the accuracy of continuous multi actions recognition, and the 
content of the research is discrete, so this paper proposes the 
integration of the current popular deep learning technology, 
designs and realizes a complete set The whole EMG signal 
control system. In this paper, only convolutional neural 
network method is used to classify gestures [5-7], and the 
classification results are matched to the motors which control 
the degree of freedom of the manipulator. The introduction of 
convolutional neural network reduces the time and labor cost of 
signal feature extraction [8-11]. 

In this paper, the main purpose of the experiments using 
the above theory is to realize the feasibility of the system, that 
is, to verify the following aspects: 1. Collecting and acquiring 
EMG signals from the human skin surface; 2. Analyzing and 
processing these acquired signals; 3. Classifying different kinds 
of signals in order to form instructions for controlling the 
manipulator installed on the robot. The previous experiments 
are to threshold the acquired signals to get the required level 
signal. It is also a trigger signal, which is to be processed and 
analyzed by Arduino hardware platform. It is programmed on 
this platform to monitor the trigger level that conforms to a 
certain gesture. When the level signal is recognized, the 
manipulator will perform a series of actions [12-15]. The 
structure of the paper is as follows: the second part after the 
foreword is the overview of system structure design; the third 
part discusses the key technologies of the system; the fourth 
part is the experimental verification of the system; and then the 
summary and Acknowledgment part. 

II. SYSTEM ARCHITECTURE OVERVIEW 

The control system of robot based on sEMG signal is 
composed of sEMG signal acquisition equipment, computer, 
wireless transceiver (Bluetooth), 4-DOF robotic arm and its 
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control circuit, force / visual feedback control unit. The 
characteristics of the robot control system is to obtain the 
sEMG signal through non-invasive surface electrode, which 
can continuously recognize and classify different gestures. Due 
to the integration of deep learning technology, the accuracy of 
system identification is high, misoperation is reduced, and 
operation efficiency is improved. 

The signal acquisition device is worn on the operator's arm 
to collect the EMG signals of the corresponding part, and the 
collected signals are front-end processed (such as the signal 
amplification and filtering process), and then the signals 
processed by the front-end are sent to the computer for the next 
signal core processing. This process is to complete the 

identification and classification of different movement gestures 
of the operator. 

The classification results are converted into the control 
commands of the manipulator motor rotation, and transmitted 
to the main control system of the manipulator through wireless 
mode and distributed to each motor of the manipulator. At the 
same time, a force tactile / visual monitoring system is set up to 
feedback the grasping information of the manipulator end to the 
human brain for auxiliary adjustment of the control amount. 
Thus a complete set of closed-loop feedback system is realized, 
which is an effective way to improve the control accuracy[16]. 
The structure of the manipulator control system based on the 
human surface EMG signal is shown in Fig 1. 

 

 

Fig. 1. Structure of manipulator control system based on sEMG signal 

 

III. KEY TECHNOLOGY  

This part mainly introduces the main functions and 
implementation methods of each part of the manipulator 
control system based on the electric signal of human surface 
muscle. This process involves many key technologies. 

A. Signal acquisition 

The acquisition part of the signals is the front-end unit of 
the manipulator control system based on the electromyography 
of the human body. This process is very important for the 
quality of the collected human surface signal. Including: The 
first problem is selection of electrodes in contact with human 
skin and the arrangement of electrode array. In consideration of 
the safety of the operator, the surface electrode which is not 
damaged to the skin is selected in the experimental process, 
while the invasive electrode is abandoned which is not 
necessary in this system, it can be applied in the examination of 
some muscle diseases to get more accurate signals in the 
muscle. The second problem is the location of the electrodes, 
which should be considered when the muscle contraction 
changes obviously during the specific action of the arm, as well 
as the direction along the muscle extension. Also need to pay 
attention to the details: in order to prevent large displacement 

between the electrode wristband and the skin, the position 
should be marked with a pen after wearing to the correct 
position for observation and comparison. 

B. Signal Pre-processing 

Because the EMG signal collected from the human body 
surface has obvious characteristics of weak and poor 
anti-interference ability, the weak is reflected in the amplitude 
range of the signal is about 10uv~5mv, and the frequency range 
is about 10Hz~500Hz[17]. Because of the above characteristics 
of the signals, further processing of the original signal is needed 
to do the follow-up research, such as identification and 
classification process. Therefore, after the front-end signal 
acquisition process, we must use the amplification and filtering 
process in this part. One of our concerns is how to choose the 
multiple of amplification. The key point is to enlarge the weak 
amplitude signal to the range suitable for the system operation, 
so as to ensure that the signal is not distorted. Another problem 
is to filter out the interference waves, such as flattening the 
interference waves in the resting state or filtering out the 
singular points that may have wrong judgment on the 
classification results without affecting the normal useful 
signals. 
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C. Signal Core Processing 

(a)For the original EMG signal generated by a gesture or 
simple preprocessing in the early stage, Elman neural 
network[18,19] is used to process it to detect the amplitude of 
the signal (see Formula 1,Fig 2) . The meaning of the parameter 
is the traditional variable description of the neural network. The 
parameter S is not reflected in the formula and is cancelled after 
equal substitution. 

 

 

Fig. 2. Elman neural network structure 

y(k) = F(w'''H(w'r(k - 1)+ w''x(k - 1)))  (1) 

 

When the same continuous action, such as relaxation, 
clenching and other signals are generated. As shown in Fig 3, 
the continuous action signal is characterized by the obvious 
increase of amplitude and the alternation of signal intervals 
with small amplitude. The time span of such interval signal is 
determined by the duration of gesture action or relaxation 
action, which is a linear relationship. The signal in such time 
interval shall be processed accordingly, and such signal will be 
used for the control command of the controlled object and 
trigger the command, for example, the control mode of a 
manipulator. 

 

Fig. 3.Continuous signal and output 

 

An important element in such a continuous action is the 
starting and ending points of the effective signal. It is important 
to determine the time interval from the starting point to the 
ending point. Specifically, the control process of the controlled 
object is not only single time applicable, but also in general is 
multiple times continuous. In particular, in terms of continuity, 
it can be understood as a continuous sequence generated by the 
superposition of a single independent action, with a sequence of 
resting states between them. In the experiment, the signal 
amplitude was first obtained from a specific action. After 
proper filtering to eliminate slight fluctuations, the shaper is 
processed to output a perfect rectangular pulse (see Fig 3). 

The duty cycle Q of this kind of pulse has practical 
significance (see formula 2). The length of t during the high 
level can be understood as the effective time length of a certain 
action, and the selection of the starting point and the ending 
point of the actions can obtain empirical data through the 
experimental process. Of course, this process is not a simple 
discrimination process, and it should be considered, for 
example, whether the amplitude value of the expected 
condition is for independent point or interference point, the 
commonly used method is to set another threshold value H, 
which is used for the time distance d between the point and the 
point densely reaching the threshold condition as shown in Fig 

3. Whether the point is identified as the judgement condition of 
the starting point or the ending point is shown in Formula 3: 

 

Q = t / T  (2) 

,
,



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H
d =

H

Starting and ending condition
Not Starting and ending condition

 (3) 

(b) In the core signal processing, how to recognize 
different gestures and classify them is the key of the algorithm. 
In this paper, the gesture classification method based on deep 
learning is adopted, and the Tensorflow framework 
system[20-23] launched by Google is used, among which many 
algorithms can be used. This paper proposes a gesture 
classification method based on one-dimensional convolutional 
neural network, and the classification results are matched to the 
motors which control the degree of freedom of the manipulator. 
The integration of CNN reduces the time and labor cost of 
signal feature extraction. The model architecture of CNN is 
shown in Fig 4. The process uses 8-way electrode array as the 
input, after convolution and pooling processing, the 
convolution kernel size is 3 × 3, the pooling kernel is 2 × 2, and 
the ReLu activation function is selected. After the expansion 
process, the final step is to the full connection layer step to 
achieve classification output [24-27]. See Fig 5 for the way to 
match the output results to the manipulator. After training, 
verification, testing and other necessary processes, an 
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algorithm model suitable for the recognition and classification 
of sEMG signals is obtained. The model algorithm can be 
extended to practical commercial applications. 
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Fig. 4. Convolution neural network structure 

 

 

Fig. 5. Classification results matching 

 

The control process of the manipulator is actually to define 
the processed EMG signal as the trigger level, which includes: 

high level will trigger the motor to rotate; low level will stop or 
reset. According to the sequence of program execution, the 
specific matching process includes: 1. Gesture interface 
definition function gesturedef(), which is used to detect 
predefined gestures and obtain trigger high level, so as to 
trigger motor rotation control; 2. Motor rotation control 
function moveto(); 3. Rotation function turnround(), including: 
rotation angle, rotation time and other parameters. During the 
operation of the system, the movement of the manipulator and 
the movement of the hand with wrist strap meet the real-time 
requirements. According to the operation of the manipulator, 
real-time adjust the gesture movement to obtain the control 
amount, and finally achieve the closed-loop control[28,29].  

IV. EXPERIMENT 

After theoretical description, this part is verified by 
experiments. The wristband with 8 pairs of electrodes is worn 
to the best position of the arm (see Fig 6), which is used to 
effectively identify arm movements and gestures. If the 
wristband is not placed properly, it will affect the quality of the 
collected surface EMG signal and affect the process of signal 
recognition and classification, reduce the accuracy of these 
processes, and eventually lead to the poor stability and practical 
application of the control system. Correctly wear the wristband 
in the area with more muscle groups on the lower arm to ensure 
that the electrode of the wristband can correctly recognize 
muscle movement. In order to meet the experimental 
requirements, the selected robot system includes Arduino 
system control board, 8-way motor drive control board, 4-DOF 
robotic arm, wireless transmission module (Bluetooth 
Technology). 

The experimental processes are mainly for gesture 
recognition and classification, some details are not shown. A 
complete set of experimental control processes are required to 
go through the following steps: 1. The end of the manipulator 
starts from point A, 2. The end of the manipulator is moved to 
point B through the hand outward action, 3. The manipulator 
grabs the object through the clenching action, 4. The hand 
inward action moves the end of the manipulator to point C, and 
5. The hand stretching action releases the object. The detailed 
processes are shown in Fig 6. 
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Fig. 6. Experimental processes 

 

In this paper, one-dimensional convolution neural network 
is used to train the collected sEMG signals to obtain gesture 
classification model. The source of the data set is obtained by 
collecting the sEMG signals of the operator. The total data of 
each gesture contains 200 complete gesture motion states, of 
which 100 are used for training, 60 are used for validating and 
40 are used for testing. When the training rounds are 500, the 
change of accuracy is in a stable state and the fluctuation is 
small, so it is used as the optimization and stopping criterion 
point of model. The accuracy curve is shown in Fig 7. At this 
time, the recognition accuracy of the training model is 0.973.  

 

 

Fig. 7.Accuracy curve 

The above model is used to control the manipulator. Each 
gesture controls the manipulator movement 100 times 
respectively. The number of times that the manipulator can 
correctly follow the motion intention of each gesture and 
complete the operation task are shown in TABLE I. The results 
show that the correct recognition rate of each gesture is more 
than 96%. Compared with the results of other similar literatures, 
it is found that the correct recognition rate of this method is at a 
high level, so the performance of the system to a certain extent 
meets the needs of sEMG signals recognition and classification. 

 

TABLE I. Success rate of gesture control 

Gesture classification Success rate (%) 

Rest state 100 

Hand outward 96 

Clench fist 97 

Hand inward 97 

Palm expansion 96 

 

At the same time, the system also has some limitations. 
For example, due to the limitations of the mechanical structure 
of the manipulator, the control flexibility is limited; because of 
the operator’s repeated gesture movement for a long time, it is 
easy to entangle the hand fatigue accumulation phenomenon, 
which makes the collected signal affected and reduces the 
recognition rate. 

V. CONCLUSIONS 

For the above experiments, the manipulator can follow the 
gesture to complete the intention of the operator, and achieve 
the grasping control task of the manipulator. The design and 
debugging of the control system has successfully realized a 
path from input to output. In order to quickly realize the system 
and its functions, the relative basic methods are used in each 
link of the process. The system proposed in this paper has a 
strong learning ability and can achieve efficient feature 
extraction. In order to maintain a high correct recognition rate, 
operators need to have some experience to ensure that the 
sEMG signal of each gesture is stable and specific. If the 
intelligent prosthesis or the intelligent control process is 
realized, the manipulator can be replaced by the prosthesis of 
the humanoid arm, and the classification signal can be matched 
to the motor corresponding to the degree of freedom, and the 
rotation amount and rotation speed can be controlled. 
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Therefore, the next work will be the in-depth improvement of 
theory and algorithm. So as to improve the recognition rate of 
correct gesture and the portability of system function. 
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