Continuous local splines of the fourth order of approximation and boundary value problem
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Abstract—This paper discusses the construction of polynomial and non-polynomial splines of the fourth order of approximation. The behavior of the Lebesgue constants for the left, the right, and the middle continuous cubic polynomial splines are considered. The non-polynomial splines are used for the construction of the special central difference approximation. The approximation of functions, and the solving of the boundary problem with the polynomial and non-polynomial splines are discussed. Numerical examples are done.
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I. INTRODUCTION

Recently, polynomial and non-polynomial splines are often used to solve a variety of problems: in approximating functions, in constructing numerical schemes for solving boundary value problems, and for solving integral equations (see [1]-[5]). Still a lot of attention is paid to the construction and use of suitable splines in the Galerkin method [6]. At the same time, in the construction and application of splines, little attention is paid to the Lebesgue functions and the Lebesgue constants. The Lebesgue constants are named after Henri Lebesgue. The Lebesgue constants are calculated in paper [14], polynomial splines of the Hermitian type are constructed on the basis of the non-polynomial splines obtained in example [13]-[14]). In paper [13], methods are given for constructing splines of generalized smoothness in the case of splines of the Lagrangian type on a differentiable manifold. In paper [14], polynomial splines of the Hermitean type are constructed on a uniform grid of nodes.

Earlier, the Lebesgue constant was discussed in connection with the construction of the splines of the maximal defect on a finite grid of nodes in paper [15]. It should be noted that the method of construction of the polynomial coordinate functions proposed in paper [14], as well as the method of construction of variational-difference equation uses these splines.

Trigonometric splines [16] are often used in solving various problems as they help construct a better result than when we use the polynomial splines.

In this paper we will first dwell briefly on the construction and study of polynomial and non-polynomial splines of the fourth order of approximation. These non-polynomial splines have the properties of both polynomial and trigonometric splines. Next, we introduce the concepts of functions and Lebesgue constants. Then we consider the use of splines to solve the boundary value problem by the difference method. To construct an algorithm for solving the difference method, we need formulas for the approximate calculation of the first and the second derivatives of the function. These formulas will be constructed on the basis of the non-polynomial splines obtained in this paper. These formulas can be applied to solve boundary value problems. Note that recently the authors have been trying to find alternative approaches for solving differential equations. In paper [18], the numerical solution of nonlinear two-dimensional parabolic partial differential equations with initial and Dirichlet boundary conditions is considered. The time
II. The Polynomial Cubic Splines Construction and Lebesgue Functions

Let $l, s, m, N$ be non-negative integers such that $l \geq 1, s \geq 1, l + s = m + 1, N \geq 4$. Let the function $u(x)$ be such that $u \in C^{m+1}([a, b])$, $a, b$ are real. The nodes $x_i \in [a, b], i = 0, \ldots, N$, such that $a = x_0 < \ldots < x_{i-1} < x_i < x_{i+1} < \ldots < x_N = b$.

The approximation $U(x)$ of function $u(x)$ in the interval $[x_j, x_{j+1}]$ will be constructed in the form

$$U(x) = \sum_{i=j-l+1}^{j+s} u(x_i) w_i(x),$$

where $w_i(x)$ are the interpolation basis polynomial splines which are determined from the conditions:

$$\sum_{i=j-l+1}^{j+s} \varphi_{\alpha}(x_i) w_i(x) = \varphi_{\alpha}(x), \quad \alpha = 1, \ldots, m + 1.$$

The system of functions $\varphi_{\alpha}$ is the Chebyshev system. Here we assume that $\text{supp } w_i = [x_{i-s}, x_{i+l}]$. Assuming that the multiplicity of the covering of an arbitrary point $x$ by the supports of basis splines $w_i(x)$ is almost everywhere equal to $m + 1$. It is easy to see that in sum (1) for $x \in [x_j, x_{j+1}]$ the amount of terms is small:

$$U(x) = \sum_{i=j-l+1}^{j+s} u(x_i) w_i(x).$$

In this case the basic splines $w_i(x)$ are determined from the system of equations uniquely:

$$\sum_{i=j-l+1}^{j+s} \varphi_{\alpha}(x_i) w_i(x) = \varphi_{\alpha}(x), \quad \alpha = 1, 2, \ldots, m + 1. \quad (2)$$

Further, we assume that $\varphi_1 = 1$. With this assumption, the first equation in system (2) has the form:

$$\sum_{i=j-l+1}^{j+s} w_i(x) = 1.$$

The splines $w_i(x)$ which are constructed in this way have the following properties:

$$w_i(x_j) = 1, w_i(x_j) = 0, \text{ for } j \neq i;$$

$$u(x) - U(x) = 0 \text{ for } u(x) = \varphi_{\alpha}(x), \alpha = 1, 2, \ldots, m + 1.$$

$w_i \in C([x_{j-s}, x_{j+1}])$.

Near the boundaries of the finite interval $[a, b]$, we can use either left splines, or right splines. Moreover, to construct an approximation we will only use function values at the grid nodes belonging to the interval $[a, b]$.

As is known, in the case of classical interpolation polynomials, the Lebesgue function and the Lebesgue constant are related to the approximation of a function and the convergence of a sequence of interpolation polynomials to a function.

The error estimation arising due to inaccurate assignment of the function value in the grid nodes can also be investigated using Lebesgue functions.

The Lebesgue function of the basic splines $w_i(x)$ with respect to the interval $x \in [x_j, x_{j+1}]$ will be called

$$\lambda_{j,m+1}(x) = \sum_{i=j-l+1}^{j+s} |w_i(x)|, \quad x \in [x_j, x_{j+1}]. \quad (3)$$

The Lebesgue constant of the basic splines $w_i(x)$ with respect to the interval $[x_j, x_{j+1}]$ will be called the quantity

$$\lambda_{j,m+1}(x) = \max_{x \in [x_j, x_{j+1}]} \lambda_{j,m+1}(x).$$

From equation (3) we obtain the inequality $\lambda_{j,m+1}(x) \geq 1, \quad x \in [x_j, x_{j+1}]$.

Let $F$ be a real linear normed space of real functions $f(x)$ on the interval $[a, b], n = m + 1$. We approximate functions from $F$ by generalized polynomials of the form

$$\sum_{\alpha=1}^{n} c_{\alpha} \varphi_{\alpha}(x).$$

Here $c_{\alpha}$ are real numbers.

Let $F_n = \text{span} \{\varphi_1, \ldots, \varphi_n\}$, where $\varphi_1, \ldots, \varphi_n$ are the basis functions in $F_n$. Consider the function

$$g(c_1, \ldots, c_n) = \|u - \sum_{\alpha=1}^{n} c_{\alpha} \varphi_{\alpha}\|.$$

The best approximation is the number

$$d = E_{F_n}(u) = \inf_{c_1, \ldots, c_n \in \mathbb{R}^n} g(c_1, \ldots, c_n).$$

In this case $\psi$ is called the element of the best approximation. In this paper we consider the functions $\varphi_{\alpha}(x) = x^{\alpha-1}, \alpha = 1, 2, 3, 4$.

**Lemma 1.** Let function $u$ be such that $u \in C[a, b]$. The following inequalities are valid:

$$|U| \leq \lambda_{j,m+1}(x) \|u\|_{C[x_{j-l+1}, x_{j+s+1}]},$$

$$|U| \leq \lambda_{j,m+1} \|u\|_{C[x_{j-l+1}, x_{j+s+1}]}.$$
In the case \( l = 1 \), in the approximation \( U \), we use the values of the function \( u \) lying to the right of \( a \). Thus, we use only grid nodes that only belong to the finite interval \([a, b]\). In the case \( l = 3 \), in the approximation \( U \), we use the values of the function \( u \) lying to the left of \( b \). Thus, we use only grid nodes that belong only to the finite interval \([a, b]\). In the case of \( l = 2 \), the approximation error turns out to be smaller than in the case of \( l = 1 \) or \( l = 3 \). In this case, we need to ensure that in the approximation only grid nodes that belong to the interval \([a, b]\) are used.

The middle cubic splines give a smaller constant in the approximation error. In the case of a finite interval \([a, b]\), they can be used at intervals spaced from the boundaries at a distance not less than two grid intervals, otherwise, we need the values of the function at the grid nodes that are outside the interval \([a, b]\).

We will use the following notations: \( w^M_j(x) \), \( w^R_j(x) \), \( w^L_j(x) \) are the middle, the right and the left basis cubic polynomial splines, and \( \lambda^M_j \), \( \lambda^R_j \), \( \lambda^L_j \) are the Lebesgue constants corresponding to them (we omit the index \( j \)).

The approximation with the right basis splines can be written as follows:

\[
U^R(x) = u(x_j)g_j + u(x_{j+1})g_{j+1} + u(x_{j+2})g_{j+2} + u(x_{j+3})g_{j+3},
\]

where

\[
g_j = \frac{(x-x_{j+1})(x-x_{j+2})(x-x_{j+3})}{(x-x_j)(x-x_{j+2})(x-x_{j+3})},
\]

\[
g_{j+1} = \frac{(x_{j+1}-x_j)(x_{j+1}-x_{j+2})(x_{j+1}-x_{j+3})}{(x-x_j)(x-x_{j+2})(x-x_{j+3})},
\]

\[
g_{j+2} = \frac{(x_{j+2}-x_j)(x_{j+2}-x_{j+1})(x_{j+2}-x_{j+3})}{(x-x_j)(x-x_{j+1})(x-x_{j+3})},
\]

\[
g_{j+3} = \frac{(x_{j+3}-x_j)(x_{j+3}-x_{j+2})(x_{j+3}-x_{j+2})}{(x-x_j)(x-x_{j+2})(x-x_{j+3})}.
\]

Lemma 2. Let \( N \geq 4 \), \( m = 3 \) and \( T(x) \), \( x \in [x_j, x_{j+1}] \), be the best polynomial approximation of the function \( u(x) \), \( u \in C([x_{j-2}, x_{j+3}]) \). Let \( E(u) \) be the best approximation of the function \( u(x) \) with \( T(x) \).

When approximating the function \( u(x) \), \( x \in [x_j, x_{j+1}] \) with the right basis splines, the inequality is valid:

\[
|U^R(x) - u(x)| \leq (1 + \lambda^R_j)E(u).
\]

Proof. We use the relation

\[
U^R(x) = \sum_{i=j}^{j+3} u(x_i)w_i^R(x)
\]

for the approximation \( u(x) \) when \( x \in [x_j, x_{j+1}] \). Obviously, the relation is valid:

\[
T(x) = \sum_{i=j}^{j+3} T(x_i)w_i^R(x).
\]

Now we have

\[
|U^R(x) - u(x)| = |U^R(x) - T(x)|
\]

\[
+ |T(x) - u(x)| \leq E(u) + \sum_{i=j}^{j+3} (T(x_i) - u(x_i))w_i^R(x)
\]

\[
\leq E(u)(1 + \lambda^R_j).
\]

The proof is complete.

The approximation with the left basis splines can be written as follows:

\[
U^L(x) = u(x_{j-2})g_{j-2} + u(x_{j-1})g_{j-1} + u(x_j)g_j + u(x_{j+1})g_{j+1} + u(x_{j+2})g_{j+2},
\]

where

\[
g_{j-2} = \frac{(x-x_{j-2})(x-x_{j-1})(x-x_j)}{(x_{j-2}-x_{j-1})(x_{j-2}-x_j)},
\]

\[
g_{j-1} = \frac{(x_{j-1}-x_{j-2})(x_{j-1}-x_j)}{(x_{j-2}-x_{j-1})},
\]

\[
g_j = \frac{(x_j-x_{j-2})(x_j-x_{j-1})}{(x_{j-1}-x_{j-2})},
\]

\[
g_{j+1} = \frac{(x_{j+1}-x_j)(x_{j+1}-x_{j-2})}{(x_{j+2}-x_{j+1})}.
\]

Lemma 3. Let \( N \geq 4 \), \( m = 3 \) and \( T(x) \), \( x \in [x_j, x_{j+1}] \), be the best polynomial approximation of the function \( u(x) \), \( u \in C([x_{j-2}, x_{j+1}]) \). Let \( E(u) \) be the best approximation of the function \( u(x) \) with \( T(x) \).

When approximating the function \( u(x) \), \( x \in [x_j, x_{j+1}] \) with the left basis splines, the inequality is valid:

\[
|U^L(x) - u(x)| \leq (1 + \lambda^L_j)E(u).
\]

Proof. We use the relation

\[
U^L(x) = \sum_{i=j-2}^{j+1} u(x_i)w_i^L(x)
\]

for the approximation \( u(x) \) when \( x \in [x_j, x_{j+1}] \). Obviously, the relation is valid:

\[
T(x) = \sum_{i=j-2}^{j+1} T(x_i)w_i^L(x).
\]

Now we have

\[
|U^L(x) - u(x)| = |U^L(x) - T(x)| + |T(x) - u(x)| \leq E(u) + \sum_{i=j-2}^{j+1} (T(x_i) - u(x_i))w_i^L(x)
\]

\[
\leq E(u)(1 + \lambda^L_j).
\]

The proof is complete.

The approximation with the middle basis splines can be written as follows:

\[
U^M(x) = u(x_{j-2})g_{j-2} + u(x_j)g_j + u(x_{j+1})g_{j+1} + u(x_{j+2})g_{j+2},
\]
Proof. Let \( \mu_{x_j, x_{j+1}} \) be the middle basis splines, the inequality is valid:
\[
\|U(x) - V(x)\|_{x_j, x_{j+1}} \leq \sum_{i=j+1}^{j+s} |\varepsilon_i w_i(x)| \leq \varepsilon \lambda_{m+1}.
\]
The proof is complete.

III. THE CONDENSING GRID OF NODES

Let us now consider the behavior of the Lebesgue constant on various grids of nodes: condensing according to a certain law and uniform.

We consider an infinite grid of nodes such that
\[
\frac{x_{j+2} - x_j}{x_{j+1} - x_j} = k.
\]

First consider the middle basis splines. We have the expression for the Lebesgue function for the middle splines:
\[
\lambda^M_k(x) = \left| w_{j-1}(x) \right| + \left| w_j(x) \right| + \left| w_{j+1}(x) \right| + \left| w_{j+2}(x) \right|.
\]
Replacing \( x \), \( x \in [x_j, x_{j+1}] \), by \( x = x_j + t h, t \in [0, 1] \), we obtain
\[
\lambda^M_k(x) = -(-2 t k^2 + 2 t^2 k^2 - 2 t^3 k^2 + t^4 k^2 - t^5 k^2 - k + 2t k - 4 t^2 k + 2 t^3 k - 2t + 2 t^2)/(k(1 + k)).
\]
The maximum of this expression, when \( t \in [0, 1] \), is reached at the point
\[
t = t_0 = (-k^3 + 2k - 2 - 1 + G_{M1})/(3k(k - 1)),
\]
where \( G_{M1} = \sqrt{k^6 - 6k^5 + 3k^3 - k + 1} \).

The Lebesgue constant can be written in the form:
\[
\lambda^M_k = -(4k^8 - 6k^9 - 12k^7 - 6k^6 G_{M1} + 13k^6 + 6k^5 G_{M1} + 3k^5 + 3k^4 - 3k^3 G_{M1} + 3k^3 - 12k^2 - 6k + 6k G_{M1} + 4 + 2(G_{M1})^3 - 6G_{M1})/(27(1 + k)(k - 1)^2 k^2).
\]
The graph of \( \lambda^M_k(x) \), when \( k \) varies from 1/2 to 2, is shown in Fig.1.

![Fig.1. The plot of the \( \lambda^M_k(x) \)](image)

We consider the Lebesgue constant for the left basis splines:
\[
\lambda^L_k(x) = \left| w_{j-2}(x) \right| + \left| w_{j-1}(x) \right| + \left| w_j(x) \right| + \left| w_{j+1}(x) \right|.
\]
Replacing \( x, x \in [x_j, x_{j+1}] \), by \( x = x_j + t h, t \in [0, 1] \), we get
\[
\lambda^L_k(x) = -(2t^3 k^4 - 2t^2 k^4 - 2t k^3 + 2t^2 k^3 - 2t k^2 + 2t^2 k^2 - k - 1)/(1 + k).
\]
The maximum of this expression, when \( t \in [0, 1] \), is reached at the point:
\[
t = t_0 = k^2 - k - 1 + \sqrt{2 k^4 + 2k + k^3 + 1 + k^4}.
\]
The graph of \( \lambda^L_k \), when \( k \) varies from 1/2 to 2, is shown in Fig.2.
The Lebesgue constant can be written in the form:
\[ \lambda_k^L = (-9k^2 - 11k^3 + 12k - 12G_Lk^2 - 12kG_L - 6k^4G_L - 6k^3G_L + 2(G_L)^3 + 4 - 4k^6 - 6k^5 - 6G_L)/(27k^2(1+k)), \]
where
\[ G_L = \sqrt{2k^2 + 2k + k^3 + 1 + k^4}. \]

Now consider the right basis splines:
\[ \lambda_k^R(x) = |w_j(x)| + |w_{j+1}(x)| + |w_{j+2}(x)|. \]

Replacing \( x, x \in [x_j, x_{j+1}] \), by \( x = x_j + th, t \in [0, 1] \), we get
\[ \lambda_k^R(x) = k^4 + k^3 + 2tk^2 + 2t^2k + 2t - 2tk^2 + 2t^2 - 4t^2)/(1 + k^3). \]

The maximum of this expression, when \( t \in [0, 1] \), is reached at the point:
\[ t = t_0 = \frac{k^2}{3} + \frac{k}{3} + \frac{2}{3} - G/3, \]
where \( G = \sqrt{k^4 + 2k^3 + 2k^2 + k + 1} \).

The Lebesgue constant can be written in the form:
\[ \lambda_k^L = (-9k^2 - 12k^5 + 9k^4 + 4k^4G + 8k^3G + 11k^3 + 8k^2G + 6k + 4kG + 4G + 4)/(27(1 + k)k^3). \]

The graph of \( \lambda_k^R \), when \( k \) varies from 1/2 to 2, is shown in Fig. 3.

The approximation error theorems are easy to formulate.

**Theorem 1.** Let \( k = 1 \), the grid of nodes is uniform with step \( h \). Let \( u \in C^4([a, b]) \).

The following statements are valid:
1. \( |u(x) - U^M(x)| \leq h^4 \frac{C_M}{4!} \|u^{(4)}\|_{[x_{j-1}, x_{j+2}]}, \]
2. \( |u(x) - U^L(x)| \leq h^4 \frac{C_L}{4!} \|u^{(4)}\|_{[x_{j-2}, x_{j+1}]}, \]
3. \( |u(x) - U^R(x)| \leq h^4 \frac{C_R}{4!} \|u^{(4)}\|_{[x_j, x_{j+3}]}, \]

where \( C_L = C_R = 1, C_M = 0.5625 \).

**Proof.** We use the approximation theorem by classical interpolating polynomials. Let \( x_j = x_0 + jh, j = \pm 1, \pm 2, \ldots, \) and \( x \in [x_j, x_{j+1}] \), be \( x = x_j + th, t \in [0, 1] \). In order to estimate the error of approximation we use the formula for the remainder of the interpolation polynomial (see [17]). In the case of approximation by the middle basic splines the formula is as follows:
\[ u - U^M = \frac{u^{(4)}(\xi(x))}{4!} \prod_{i=j-1}^{j+2}(x - x_i), \xi(x) \in [x_{j-1}, x_{j+2}]. \]

Thus, in the case of approximation by the middle basic splines, it is necessary to find the maximum of the polynomial:
\[ S_M = h^4 |(t - 2)t(t^2 - 1)|. \] At the point \( t = 0.5 \) we have \( \max_{t \in [0, 1]} S_M = 0.5625 h^4 \).

In the case of approximation by the left basic splines, it is necessary to find the maximum of the polynomial:
\[ S_L = h^4 |(t + 2)t(t^2 - 1)|. \] At the point \( t = 0.6180340 \) we have \( \max_{t \in [0, 1]} S_R = h^4 = C_R h^4 \).

The proof is complete.

The next example shows that the constants in the statements of the Theorem are valid. Let us take \( h = 0.3, x_0 = 0, x_1 = h, x_2 = 2h, x_3 = 3h. \)

The actual (Act.err.) and theoretical (Theoret.err.) errors of the approximation of functions with the right splines on the interval \( h = [0, 0.3] \) are given in the Table 1:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>\sin(3x)</td>
<td>0.02297</td>
<td>0.02767</td>
</tr>
<tr>
<td>\sin(1 + 2x)</td>
<td>0.005111</td>
<td>0.00540</td>
</tr>
</tbody>
</table>

The calculation results given in Table 1 confirm the correctness of the constants in the approximation estimates of Theorem 1.

**IV. THE APPLICATION OF THE LEBESGUE FUNCTIONS**

Now we consider a problem. How to select the nodes of the grid so that when using the approximation with the left splines on a one grid interval and using the approximation with the middle splines on the next grid interval then the error of the approximation error was the same in absolute value.

Consider the approximation with the right splines on one grid interval and the approximation with the middle splines on the next grid interval. Solving the equation \( \lambda_k^L(x) = \lambda_k^R(x) \) we get \( k = 1.380277569 \). We use the approximation with the right splines on the grid interval \([x_j, x_{j+1}]\). We use the approximation with the middle splines on the grid interval \([x_{j+1}, x_{j+2}]\).

Thus, we obtain the relation \( x_{j+2} = x_{j+1} + k(x_{j+1} - x_j) \).
It follows that the grid step in the approximation with the right splines should be narrower.

The plots of the $\lambda_4^R$ and $\lambda_4^M$ are given in Fig. 4.

Consider the approximation with the middle splines on one grid interval and the approximation with the left splines on the next grid interval. Solving the equation $\lambda_4^L = \lambda_4^M$ we get $k = 0.7245$. We use the approximation with the middle splines on the grid interval $[x_j, x_{j+1}]$.

We use the approximation with the left splines on the grid interval $[x_{j+1}, x_{j+2}]$. Thus, we obtain the relation

$$x_{j+2} = x_{j+1} + k(x_{j+1} - x_j).$$

It follows that the grid step in the approximation with the left splines should be narrower. The plots of the $\lambda_4^L$ and $\lambda_4^M$ are given in Fig. 5.

Consider the approximation with the left splines on one grid interval and the approximation with the right splines on the next grid interval. Solving the equation $\lambda_4^R = \lambda_4^L$ we get $k = 1.0$. We use the approximation with the right splines on the grid interval $[x_0, x_1]$. In the next interval, which is $[x_1, x_2]$, we apply the approximation by the middle splines. To calculate the grid node $x_2$, we use the results obtained in the previous section.

V. EXAMPLES

Suppose that the values of the function can be calculated at an arbitrary point in the interval $[a, b]$. How to choose grid nodes so that on each grid interval the approximation error would be approximately the same? Near the left end of the interval $[a, b]$, we apply the right splines. At the following grid intervals we can use the middle splines.

Example 1. We approximate the function $u(x) = \sin(1 + 2x)$. First we consider the approximation on a uniform grid of nodes. Let us take $h = 0.3$, $x_0 = 0$, $x_1 = h$, $x_2 = x_1 + h = 2h$, $x_3 = x_2 + h = 3h$. The plot of the error of approximation of the function $u(x) = \sin(1 + 2x)$ with the right splines on the interval $[x_0, x_1]$ and the error of approximation with the middle splines on the interval $[x_1, x_2]$ is given in Fig. 7.

Now we move the node $x_1$ taking into account the ratio $\frac{x_2 - x_1}{x_1 - x_0} = k$, $k = 1.38$, and construct a grid of nodes such that $x_0 = 0$, $x_1 = 0.252$, $x_2 = 0.6$, $x_3 = 0.948$. On the interval $[x_0, x_1]$, we apply the approximation by the right splines, and on the interval $[x_1, x_2]$, we apply the approximation by the middle splines. Fig. 8 shows that the errors of the approximation in absolute value with the right and with the middle splines on this non-uniform grid are almost the same.

Let us construct the special non-uniform grid of nodes. We take the first interval $[x_0, x_1]$ as before. In the first interval, we apply the approximation by the right splines. In the next interval, which is $[x_1, x_2]$, we apply the approximation by the middle splines. To calculate the grid node $x_2$, we use the results obtained in the previous section.
VI. ABOUT FORMULAS FOR NUMERICAL DIFFERENTIATION

The difference method is widely known and is used both for solving ordinary differential equations and for solving partial differential equations. We assume that the solution to the problem exists and is unique. To construct a difference scheme, we first need to construct an approximation of the derivatives. In this section, we will consider the use of non-polynomial splines to construct formulas for numerical differentiation. Note that polynomial and non-polynomial splines can be obtained using the same technique. Since in some cases the approximation by non-polynomial splines gives a smaller approximation error, compared to the approximation by polynomial splines. Therefore, it is hoped that the use of non-polynomial splines will make it possible to obtain new computational schemes that give a smaller approximation error and are computationally stable.

Thus, to construct an algorithm for solving a boundary value problem with new difference method, we need new numerical differentiation formulas. In addition, it is necessary to establish the stability of the obtained scheme. The stability of the resulting scheme will be discussed later.

The numerical differentiation formulas for the polynomial case are well known. Nevertheless, we show how to obtain formulas for numerical differentiation using the formulas of the middle and left splines.

Differentiating twice the formulas of the middle polynomial splines we get:

\[ U''(x_j) = u_{j-1}g''_{j-1} + u_jg''_j + u_{j+1}g''_{j+1} + u_{j+2}g''_{j+2}, \]

where

\[ g''_{j-1} = \frac{1}{h^2}, \quad g''_j = -\frac{2}{h^2}, \quad g''_{j+1} = 0. \]

Note that in the polynomial case on the uniform set of nodes the formulas are well known.

On an uneven grid, formulas for the second derivative are used less frequently. In the polynomial case the formula of the approximation on the non-uniform grid is the next:

\[ U''(x_j) = u_{j-1}g''_{j-1} + u_jg''_j + u_{j+1}g''_{j+1} + u_{j+2}g''_{j+2}, \]

where

\[ g''_{j-1} = \frac{2(2x_{j-1} - x_{j+1} - x_{j+2})}{Zn_0}, \]

\[ Zn_0 = (x_j - x_{j-1})(x_{j-1} - x_{j+1})(x_{j-1} - x_{j+2}), \]

\[ g''_j = \frac{2(3x_j - x_{j-1} - x_{j+1} - x_{j+2})}{Zn}, \]

\[ Zn = (x_j - x_{j+1})(x_j - x_{j-1})(x_j - x_{j+2}), \]

\[ g''_{j+1} = \frac{2(2x_j - x_{j-1} - x_{j+2})}{Zn_1}, \]

\[ Zn_1 = (x_j - x_{j+1})(x_{j-1} - x_{j+1})(x_{j-1} - x_{j+2}), \]

\[ g''_{j+2} = -\frac{2(2x_j - x_{j-1} - x_{j+1})}{Zn_2}, \]

\[ Zn_2 = (x_j - x_{j-1})(x_{j-1} - x_{j+2})(x_{j+1} - x_{j-2}). \]

Applying the formulas of the left polynomial splines we get:

\[ U''(x_j) = u_{j-1}g''_{j-1} + u_jg''_j + u_{j+1}g''_{j+1} + u_{j-2}g''_{j-2}, \]

where

\[ g''_{j-1} = \frac{2(2x_{j-1} - x_{j+1} - x_{j-2})}{Zn_0}, \]

\[ Zn_0 = (x_j - x_{j-1})(x_{j-2} - x_{j-1})(x_{j-1} - x_{j+1}), \]

\[ g''_j = \frac{2(3x_j - x_{j-1} - x_{j+1} - x_{j-2})}{Zn}, \]

\[ Zn = (x_j - x_{j+1})(x_j - x_{j-1})(x_j - x_{j-2}), \]

\[ g''_{j+1} = \frac{2(2x_j - x_{j-1} - x_{j-2})}{Zn_1}, \]

\[ Zn_1 = (x_j - x_{j+1})(x_{j-2} - x_{j-1})(x_{j-1} - x_{j+1}), \]

\[ g''_{j-2} = -\frac{2(2x_j - x_{j-1} - x_{j+1})}{Zn_2}, \]

\[ Zn_2 = (x_j - x_{j-1})(x_{j-2} - x_{j-1})(x_{j-2} - x_{j-1}). \]

We construct new formulas based on the previously obtained non-polynomial splines. Let \( \varphi_1(x) = 1, \varphi_2(x) = x, \varphi_3(x) = \sin(x), \varphi_4(x) = \cos(x) \). We obtain the formula for the middle polynomial-trigonometric (non-polynomial) spline (when \( x \in [x_j, x_{j+1}] \)):

\[ U(x) = u(x_j+1)g_{j+2}^T + u(x_{j-1})g_{j-1}^T + u(x_j)g_j^T + u(x_{j+1})g_{j+1}^T, \]

where

\[ g_j^T(x) = ((x - x_{j+1})(\sin(x_{j+1} - x_{j+2}) + (x_{j+1} - x_j)(\sin(x_{j-1} - x_{j+1}) + (x_{j+2} - x_{j+1})(\sin(x_{j-1} - x_{j+1}) + (x_{j+1} - x_{j-1})(\sin(x - x_{j+1}) + (x_{j-1} - x_{j+2})(\sin(x - x_{j+1}))), \]

\[ Z_j. \]
where

\[ Z = (x_j - x_{j+1}) \sin(x_{j-1} - x_{j+2}) + \\
(x_{j-1} - x_j) \sin(x_{j+1} - x_{j+2}) + \\
(x_{j+2} - x_j) \sin(x_{j-1} - x_{j+1}) + \\
(x_{j+2} - x_{j+1}) \sin(x_j - x_{j-1}) + \\
(x_{j+1} - x_{j-1}) \sin(x_j - x_{j+2}) + \\
(x_{j-1} - x_{j+2}), \]

\[ g''_{j+1}(x) = ((x_j - x) \sin(x_{j-1} - x_{j+1}) + \\
(x_{j+2} - x) \sin(x_{j-1} - x_{j+2}) + \\
(x_j - x_{j+1}) \sin(x_{j-1} - x_{j+2}) + \\
(x_{j+2} - x_{j+1}) \sin(x_{j-1} - x_{j+2}) + \\
(x_{j+1} - x_j) \sin(x_j - x_{j+2}) + \\
(x_{j-1} - x_{j+2}) \sin(x_j - x_{j+2}) / Z, \]

\[ g''_{j+2}(x) = ((x_j - x) \sin(x_{j-1} - x_{j+1}) + \\
(x_{j+2} - x) \sin(x_{j-1} - x_{j+2}) + \\
(x_j - x_{j+1}) \sin(x_{j-1} - x_{j+2}) + \\
(x_{j+2} - x_{j+1}) \sin(x_{j-1} - x_{j+2}) + \\
(x_{j+1} - x_j) \sin(x_j - x_{j+2}) + \\
(x_{j-1} - x_{j+2}) \sin(x_j - x_{j+2}) / Z, \]

\[ g''_{j-1}(x) = ((x_j - x) \sin(x_{j-1} - x_{j+1}) + \\
(x_{j+2} - x) \sin(x_{j-1} - x_{j+2}) + \\
(x_j - x_{j+1}) \sin(x_{j-1} - x_{j+2}) + \\
(x_{j+2} - x_{j+1}) \sin(x_{j-1} - x_{j+2}) + \\
(x_{j+1} - x_j) \sin(x_j - x_{j+2}) + \\
(x_{j-1} - x_{j+2}) \sin(x_j - x_{j+2}) / Z, \]

Based on the middle basis polynomial-trigonometric splines, we obtain the formula:

\[ U''(x_j) = U(x_{j-1})g''_{j-1} + U(x_j)g''_{j} + U(x_{j+1})g''_{j+1} + U(x_{j+2})g''_{j+2}, \]

where

\[ g''_j = (x_{j+1} - x_{j-1}) \sin(x_j - x_{j+2}) + \\
(x_{j-1} - x_{j}) \sin(x_j - x_{j+1}) + \\
(x_{j+2} - x_{j+1}) \sin(x_j - x_{j-1}) / Z, \]

\[ g''_{j+1} = ((x_j - x_{j+2}) \sin(x_j - x_{j-1}) + \\
(x_{j-1} - x_j) \sin(x_{j+2} - x_{j+1}) / Z, \]

\[ Z = (x_j - x_{j+1}) \sin(x_{j-1} - x_{j+2}) + \\
(x_{j-1} - x_j) \sin(x_{j+1} - x_{j+2}) + \\
(x_{j+2} - x_j) \sin(x_{j-1} - x_{j+1}) + \\
(x_{j+2} - x_{j+1}) \sin(x_j - x_{j-1}) + \\
(x_{j+1} - x_j) \sin(x_j - x_{j+2}) + \\
(x_{j-1} - x_{j+2}) \sin(x_j - x_{j+2}), \]

\[ g''_{j+2} = ((x_j - x - x_{j-1}) \sin(x_j - x_{j-1}) + \\
(x_{j-1} - x_j) \sin(x_{j+1} - x_{j-1}) / Z, \]

\[ g''_{j-1} = ((x_j - x_{j+1}) \sin(x_j - x_{j+2}) + \\
(x_{j+2} - x_j) \sin(x_j - x_{j+1}) / Z. \]

When \( h = \text{const} \) we have the formula for the approximating the second derivative of the function:

\[ U''(x) = u_{j-1}g''_{j-1} + u_jg''_j + u_{j+1}g''_{j+1} + u_{j+2}g''_{j+2}, \]

where

\[ g''_{j-1} = \frac{2 \sin(h) - \sin(2h)}{\sin(3h) + 5 \sin(h) - 4 \sin(2h)}, \]

\[ g''_j = \frac{2 \sin(2h) - 4 \sin(2h)}{\sin(3h) + 5 \sin(h) - 4 \sin(2h)}, \]

\[ g''_{j+1} = \frac{2 \sin(h) - \sin(2h)}{\sin(3h) + 5 \sin(h) - 4 \sin(2h)}. \]

\[ g''_{j+2} = 0. \]

Based on the left basis splines, we obtain the formula for the second derivative:

\[ U''(x) = (U(x_{j-2})g''_{j-2} + U(x_{j-1})g''_{j-1} + U(x_j)g''_j + U(x_{j+1})g''_{j+1}) / Z, \]

where

\[ g''_{j-1} = (x_{j-2} - x_{j-1}) \sin(x_j - x_{j-2}) + \\
(x_{j-1} - x_j) \sin(x_j - x_{j-1}), \]

\[ g''_{j-2} = (x_{j-1} - x_j) \sin(x_j - x_{j-1}) + \\
(x_{j-2} - x_j) \sin(x_j - x_{j-1}), \]

\[ g''_j = (x_{j-2} - x_{j-1}) \sin(x_j - x_{j-1}) + \\
(x_{j-1} - x_j) \sin(x_j - x_{j-1}) + \\
(x_{j-2} - x_j) \sin(x_j - x_{j-1}), \]

\[ g''_{j+1} = (x_{j-1} - x_j) \sin(x_j - x_{j-1}) + \\
(x_{j-2} - x_j) \sin(x_j - x_{j-1}), \]

\[ Z = (x_j - x_{j+1}) \sin(x_{j-2} - x_{j-1}) + \\
(x_{j-1} - x_j) \sin(x_{j-2} - x_{j+1}) + \\
(x_{j-2} - x_j) \sin(x_{j-2} - x_{j+1}) + \\
(x_{j-3} - x_{j+1}) \sin(x_{j-2} - x_{j+1}) + \\
(x_{j-2} - x_{j+1}) \sin(x_{j-2} - x_{j+1}) \sin(x_j - x_{j+1}) + \\
(x_{j-1} - x_{j+1}) \sin(x_j - x_{j-1}). \]

It can be obtained if the grid of nodes is uniform, then the relation is valid: \( u(x_j) = U(x_j) + O(h^2) \).

Nevertheless, we show how to obtain formulas for numerical differentiation using the formulas of the middle and left splines. On the non-uniform set of nodes the formulas for the first derivative such, that \( u'(x_j) = U'(x_j) + O(h^2) \), can be written in the form:

\[ U'(x_j) = (u(x_{j-1})g'_{j-1} + u(x_j)g'_j + u(x_{j+1})g'_{j+1}) / Z, \]

where

\[ g'_{j-1} = \frac{\cos(x_j - x_{j+1}) - 1}{2}, \]

\[ g'_{j+1} = \frac{1 - \cos(x_j - x_{j-1})}{2}, \]

\[ g'_j = \frac{\cos(x_j - x_{j-1}) - \cos(x_j - x_{j+1})}{2}, \]

\[ Z = 2 \sin(x_j / 2 - x_{j-1} / 2) \sin(x_{j-1} / 2 - x_{j+1} / 2) \sin(x_j / 2 - x_{j+1} / 2). \]

On the uniform set of nodes the formula has the form:

\[ u'(x_j) = (u_{j+1}g'_{j+1} - u_{j-1}g'_{j-1}) / (2 \sin(h)) + O(h^2). \]
In the polynomial case we have:

\[ U'(x_j) = \left( u(x_{j-1})g'_{j-1} + u(x_j)g'_j + u(x_{j+1})g'_{j+1} \right) / Z_n, \]

where

\[ g'_{j-1} = -(x_j - x_{j+1})^2, \quad g'_j = (x_j - x_{j-1})^2, \quad g'_{j+1} = (2x_j - x_{j+1} - x_{j-1})(x_{j-1} - x_{j+1}), \]

\[ Z_n = (x_j - x_{j-1})(x_{j+1} - x_{j-1})(x_{j-1} - x_{j+1}). \]

On the uniform set of nodes we have:

\[ U'(x_j) = \left( u(x_{j+1}) - u(x_{j-1}) \right) / (2h). \]

We apply the obtained formulas to solve the boundary value problem by the difference method (mesh method).

**Example 2.** Let us have a problem:

\[ u'' + p(x)u' - u = f(x), \quad 0 \leq x \leq 1, \]

\[ u(0) = u(1) = 0, \quad p(x) = \sin^2(1 - x). \]

We constructed the right side of the equation using the solution of this equation (i.e., the function \( u(x) = \sin(x) \sin(x - 1) \)). Thus, we have:

\[ f(x) = \frac{5}{2} \cos(2x - 1) + \frac{1}{2} \sin(2x - 1) - \frac{1}{4} \sin(4x - 3) - \frac{\cos(1)}{2} - \frac{\sin(1)}{4}. \]

The minimum number of internal nodes for using our splines should be 3. Table 2 shows the results of applying numerical differentiation formulas constructed using polynomial and non-polynomial splines. It shows the actual errors of the approximate solutions at the grid nodes with the step \( h = 0.2 \), constructed using polynomial and non-polynomial splines. The example shows that in the case of a trigonometric solution, the use of non-polynomial splines takes precedence.

<table>
<thead>
<tr>
<th>( h = 0.2 )</th>
<th>Pol. spl.</th>
<th>Non-pol. spl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 = h )</td>
<td>-0.00160</td>
<td>-0.00120</td>
</tr>
<tr>
<td>( x_2 = 2h )</td>
<td>-0.00256</td>
<td>-0.00191</td>
</tr>
<tr>
<td>( x_3 = 3h )</td>
<td>-0.00261</td>
<td>-0.00196</td>
</tr>
<tr>
<td>( x_4 = 4h )</td>
<td>-0.00172</td>
<td>-0.00129</td>
</tr>
</tbody>
</table>

Let us denote by \( U \) the approximate solution that we obtain as a result of solving the problem. The plots of the errors of the approximate solution in absolute value when \( n = 10 \) are given in Figures 11-15. The plot of the errors in absolute value of the approximate solution constructed using non-polynomial splines on the uniform grid of nodes with step \( h = 0.1 \) is given in the Figure 11.

The plot of the errors in absolute value of the approximate solution constructed using polynomial splines on the uniform grid of nodes with step \( h = 0.1 \) is given in Figure 12. Note that in both cases it is easy to connect the points, which were obtained with the difference method, with a line that was constructed by using the formulas of the corresponding spline approximations. Figure 15 shows the plots obtained with the difference method and the line which connects the points. We also call the line, which we constructed with the polynomial or non-polynomial splines with the fourth order of approximation, the approximate solution. Figure 12 shows the errors in absolute value of the approximate solution when we constructed the solution between the grid nodes using the formulas of non-polynomial splines. Figure 14 shows the errors in absolute value of the approximate solution when we constructed the solution between the grid nodes using the formulas of the cubic polynomial splines. Thus, the use of a special non-uniform grid allows us to reduce the error in constructing the solution of the boundary value problem.

Now consider an equation with full coefficients. We will solve it first using the traditional method, then using trigonometric approximations.
Example 3. Let us have a problem:

\[ u'' + p(x)u' - u = f(x), \quad 0 \leq x \leq 1, \]
\[ u(0) = u(1) = 0, \quad p(x) = (1 - x)^2. \]

We constructed the right side of the equation using the solution of this equation (i.e., the function \( u(x) = (x)^2 (1 - x)^2 \)). Thus, we have:

\[ f(x) = 2 - 10x + x^2 + 20x^3 - 15x^4 + 4x^5. \]

First, we construct a solution using the usual difference method on a grid of nodes with a step of 0.1. The error of the solution obtained by the usual difference method (polynomial splines) at the nodes of a uniform grid is presented in the second column of Table 3. The error of the solution obtained using the non-polynomial splines approximation at the nodes of a uniform grid is presented in the third column of Table 3. Figure 16 shows a graph of the solution error (in absolute value), obtained using non-polynomial trigonometric splines.

Table 3. The errors of the solution obtained by the usual difference method (Pol.spl.) and using the non-polynomial splines (Non-pol.spl.)

<table>
<thead>
<tr>
<th>( h = 0.1 )</th>
<th>Pol.spl.</th>
<th>Non-pol.spl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 = h )</td>
<td>-0.000711</td>
<td>-0.000707</td>
</tr>
<tr>
<td>( x_2 = 2h )</td>
<td>-0.00131</td>
<td>-0.00129</td>
</tr>
<tr>
<td>( x_3 = 3h )</td>
<td>-0.00176</td>
<td>-0.00173</td>
</tr>
<tr>
<td>( x_4 = 4h )</td>
<td>-0.00205</td>
<td>-0.00201</td>
</tr>
<tr>
<td>( x_5 = 5h )</td>
<td>-0.00216</td>
<td>-0.00212</td>
</tr>
<tr>
<td>( x_6 = 6h )</td>
<td>-0.00210</td>
<td>-0.00206</td>
</tr>
<tr>
<td>( x_7 = 7h )</td>
<td>-0.00186</td>
<td>-0.00183</td>
</tr>
<tr>
<td>( x_8 = 8h )</td>
<td>-0.00143</td>
<td>-0.00141</td>
</tr>
<tr>
<td>( x_9 = 9h )</td>
<td>-0.000811</td>
<td>-0.000805</td>
</tr>
</tbody>
</table>

Examples 2 and 3 show that the use of trigonometric splines to approximate derivatives can improve the error of the resulting solution to the boundary value problem. In the future, it is supposed to consider in more detail the use of other non-polynomial splines for solving boundary value problems.

VII. ABOUT STABILITY

The Sturm-Liouville problem \( Lu = r(x), a \leq x \leq b \), where \( Ly = -y'' + p(x)y' + q(x)y \), with the simplest boundary conditions \( y(a) = \alpha, y(b) = \beta \), was investigated in [17]. In particular, the author of this book noted that if \( p, q, r \) are continuous and \( q \) positive on \([a, b]\) then the problem has a unique solution. Suppose that there are positive constants \( \bar{p}, \bar{q} \), \( \bar{q} \) such that \( |p(x)| \leq \bar{p}, 0 < q \leq \bar{q} \) for \( a \leq x \leq b \).

A simple finite difference operator, acting on a grid function \( u \) which approximates the operator \( L \) is

\[ L_h = -\frac{u_{j+1} - 2u_j + u_{j-1}}{h^2} + p(x_j)\frac{u_{j+1} - u_{j-1}}{2h} + q(x_j)u_j, \]

where \( h = \frac{b-a}{N} \), \( j = 1, 2, \ldots, N \).

Theorem 7.3.1 (see [17]) states that if \( h\bar{p} \leq 2 \), then \( L_h \) is stable. For non-polynomial finite-difference operators considered in the previous section, a similar statement holds. The proof is similar to that given in the book.

VIII. CONCLUSION

When approximating by the splines of the maximum defect on a finite grid of nodes, it is necessary to use the left, the right, and the middle splines. The right splines are applied near the left end of the interval \([a, b]\). The left splines are applied near the right end of the interval \([a, b]\). The left and the right splines give a larger error in absolute value, compared with the middle splines, in the estimation of the approximation error.

Changing the length of the grid intervals, we can make the approximation error in absolute value when using different splines be approximately the same.

In this work, constants are found that make it possible to use the left, the right, or the middle splines at different grid intervals, so that the approximation error in absolute value is the same. The application of information on the behavior of the Lebesgue constants allows us to construct a grid of nodes that allows us to improve the quality of approximation.

In the future, similar theorems will be considered for approximation with the trigonometric splines [16], and the numerical experiment will be discussed in detail. The left, the right, and the middle local cubic polynomial splines are conveniently used for approximating functions, including for visualizing the solution of a differential equation. Non-polynomial local splines of the fourth order of approximation are also conveniently used for approximating functions, including for visualizing the solution of a differential equation.

In addition, they allow us to obtain formulas for numerical differentiation with new properties, which can be useful in the construction of difference schemes for solving partial differential equations. This will be the subject of further research.
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