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Abstract—Wireless sensor network technology is widely used, 

and most applications depend on node location. Aiming at the 

problem that the signal intensity indication (RSSI) is susceptible 

to the environment, an improved chaotic particle swarm 

optimization (CPSO) is proposed in this paper in order to improve 

the positioning performance of the sensor node based on the 

research of the existing location algorithm. The convergence of the 

algorithm is better than the PSO algorithm. The results of the 

RSSI measurement data in both indoor and outdoor 

communication environments show that, compared with the 

general weighting algorithm and the traditional PSO algorithm, 

the improved combined optimization algorithm can greatly 

improve the effect of the ranging error on the positioning error 

and improve the positioning performance greatly. 
 

Keywords—wireless sensor network(WSN), localization, 

measurement error, particle swarm optimization. 

I. INTRODUCTION 
HE Wireless sensor network is composed of a large number 
of discrete sensor nodes randomly deployed in the target 

area, and the node transmits the collected information to the 
base station in the form of multi-hop, which realizes the 
exchange of information between the physical world and the 
human society[1-2]. In wireless sensor networks, the 
information is monitored by sensor nodes, such as pressure, 
temperature, humidity, etc. If there is no corresponding location 
information without research value, the wireless sensor 
network to obtain the monitoring information must be 
accompanied by the corresponding location information in 
most cases, otherwise these monitoring information will lose 
significance. The key content of wireless sensor network 
research is node location technology, which is the support 
technology of wireless sensor network. There are several 
applications related to location knowledge in WSNs, such as 
target tracking, person tracking, monitoring, unmanned aerial 
vehicles, patient fall detection, wild forest areas, agriculture, 
disasters, and environment management [3-8]. 

The technology of improving the positioning accuracy is the 
hotspot of the wireless sensor network at present[9]. There are 
many kinds of localization methods for wireless sensor 
networks, and there are three kinds of classification methods at 
present.  

 
 

 

(1) Distance-dependent algorithm and distance-independent 
algorithm. Distance-dependent algorithm means that the 
distance between nodes is used in the algorithm. On the 
contrary, it is called the distance independent algorithm. The 
positioning accuracy of distance-dependent algorithm is higher 
than the distance independent method, but it requires higher 
hardware. Distance-independent method is needed to estimate 
the distance between nodes when the distance is difficult to 
measure. 

(2) Single hop algorithm and Multi-hop algorithm. The 
single hop algorithm is small in scope, but it is easy to realize. 
Multi-hop algorithm is needed in some cases with wide 
measurement range. 

(3) Centralized algorithm and distributed algorithm. The 
algorithm has a high precision for monitoring and control of the 
application scenario, but need to consume a large amount of 
traffic. Due to the different data processing methods, 
distributed algorithm can reduce network traffic, but it is 
limited by node energy, calculation and storage ability. 

Due to the different data processing methods, distributed 
algorithm can reduce network traffic, but it is limited by node 
energy, calculation and storage ability. Node location is the 
main support technology of WSN, it is one of the most basic 
functions of sensor network to determine the node location of 
acquiring message, which plays a key role in the effectiveness 
of sensor network application. Due to the limited energy of 
nodes, poor reliability, such factors as large scale and random 
distribution, limited communication distance of wireless 
module, and interference of external factors, such as wall and 
human body moving, have high requirements on location 
algorithm and positioning technology of wireless sensor 
network, so improving node location result has become an 
important topic in wireless network research[10-12]. With the 
development of wireless sensor network location technology, 
many new positioning algorithms are proposed. 

Chrissavarese and so on, this paper puts forward a 
two-phasepositioning cyclic algorithm, first of all the rough 
coordinates of the nodes, then the loop refinement, can improve 
the accuracy, but cannot eliminate the RSSI ranging error on 
the location calculation effect [13]. The particle filter method is 
improved by using the dynamic cluster structure network, the 
parallel particle filter method and the information particle filter 
method are used for distributed estimation, which can save the 
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communication energy consumption, but frequent resampling 
removes the particles with less weight value, resulting in the 
degradation of particles and the effect of precision [14-15]. At 
last, the coordinates of unknown nodes are computed by using 
three-edge measurement method or maximum likelihood 
estimation method. Artificial intelligence localization 
techniques have been used in previous research, including 
Artificial Neural Network (ANN), Neural Fuzzy Inference 
System (ANFIS), Fuzzy logic, and optimization algorithms, 
such as Genetic Algorithms, Particle Swarm Optimization 
(PSO), Bacterial Foraging Algorithm (BFA), and Gravitational 
Search Algorithm (GSA) [16-17]. 

It utilizes a population of particles to represent candidate 
solutions in asearch space, and optimizes the problem by 
iteration to move these particles to the best solutions with 
regard to a given measure of quality[18-20]. In the paper 
[21-23], the particle swarm optimization algorithm is applied to 
the node location, and the position of the node is better than that 
by maximum likelihood estimation and least square method, 
and the positioning accuracy is improved. However, because of 
the lack of global optimization ability of PSO algorithm, it is 
easy to fall into local optimum, which will result in large 
positioning error. Therefore, the particle swarm optimization 
algorithm must be improved to improve the positioning 
accuracy of wireless sensor networks.  

In order to improve the positioning accuracy of particle 
swarm localization algorithm, this paper proposes a quantum 
particle swarm optimization algorithm to improve the particle 
swarm algorithm's speed updating formula and objective 
function, and to reduce the effect of ranging error on 
positioning accuracy. The rest of the paper is organized as 
follows. The PSO and improved CPSO are algorithms 
introduced in Section 2. Section 3 compares the performance of 
CPSO-based localization algorithms. Section 4 concludes the 
paper and presents the future work. 

II. IMPROVED CPSO ALGORITHM 

A. Fundamentals of PSO Algorithm 

PSO is an algorithm, which is clustering intelligence 
optimization algorithm. Each particle of populations represents 
a feasible solution in production scheduling. Particle in the 
search space flies at a certain speed. It adjusts the speed 
according to its own "memory" and the current state of the 
optimal particle. Through mutual cooperation and competition 
between the groups, ultimately the optimal solution should be 
searched. 

Each particle of PSO algorithm has a position vector 
 

         ,1 ,2 ,( , , , )i i i i nX x x x                     (1) 
 

and velocity vector  
    ,1 ,2 ,( , , , )i i i i nV v v v                      (2) 

in which 1,2, ,i psize , psize  is the population size, n  is 
the dimension of the search space. Each particle has its own 
best position vector 

 
       ,1 ,2 ,( , , , )i i i i npbest p p p           (3) 

  

And the global optimal position vector of the entire 
population is.  

 
          ,1 ,2 ,( , , , )g g g g np p p p           (4) 

 
Update formulas of particles’ velocity vector and position 

vector are as follows:  
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Where k is the current iteration number, w is the inertia weight 
factor, 1c and 2c  are the positive constant acceleration factor, 

1r and 2r are random numbers which uniformly distributed 
between 0-1. Each dimension of particle’s position vector and 
velocity vector has upper and lower bounds, they can be set 
separately as min max[ , ]x x and min max[ , ]v v . 

B. Improved Chaos Operator 

Standard PSO algorithm can solve the scheduling problems 
of fewer types of products. When the product species are very 
large, the number of product scheduling order grows 
exponentially. Standard PSO algorithm easily falls into local 
optimum. Introducing chaotic maps can improve population 
particle capacity to escape from local optimum and reduce the 
number of iterations computing.  

Chaotic maps can generate pseudo-random, iterative 
traversal solution.It is suitable for updating the position vector 
of the particle populations. Chaotic map for updating the 
particle position vector is required to have a uniform 
distribution, while reducing the steady-state solution or 
periodic points. Logistic chaotic mapping is a widely used 
mapping, it has no stable periodic points or steady-state 
solution in the whole interval [0,1]. However, it's iterative point 
in the interval [0,1] being the Chebyshev distribution. In 
contrast, Tent Mapping is a one-dimensional piecewise linear 
map[24]. It has uniform probability density, the probability 
density in the interval [0,1] is 1. But Tent Mapping in 2/3 point 
has steady-state solution, and there are little unstable periodic 
points. 

In response to these two common chaotic mapping’s own 
characteristics, this paper introduces a Tent mapping with 
superimposed Logistic perturbation. It eliminates the 
steady-state solution of Tent by small perturbations. At the 
same time it almost does not affect the magnitude of the 
iteration points, thus improving chaos operator still maintained 
a good uniform distribution. The formula is as follows： 
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Figure 1 is a (0,1) distribution image which shows an 

improved model of Chaos, when the value of 0x is 0.1 and its 
numbers of iteration are 500 times. The horizontal axis 
represents the number of iterations of chaos operator. Ordinate 
indicates the value of chaos iteration points. After 500 
iterations, the value of chaos points can cover each corner of the 
interval (0,1), which reflects the good performance of evenly 
distributing.  

 

 
Fig.1 Iteration distribution of improved chaotic operator  

 
According to the improved chaos operator，let 0t  ，each 

dimension t

ikx , 1, ,k n  of particles position vector t

iX  
should be normalized.  According to equation (6), it can be 
mapped to the interval (0, 1).  
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In the above formula, max ikx ，  and min ikx ，  separately 
represents the searching upper and lower bounds of the 
k-dimensional. According to the formula (5), iteration produces 
a chaotic point 1 *[ ]t

ikx  . Then in accordance with equation (7), 
the chaotic points will be mapped back to the original space: 

 
1 1 *

min max, min,[ ] ( )t t

ik ik ik ik ikx x x x x    ，      
(9) 

 

According to this, t

iX  will become chaos dot 
columns 1 1 1 1

1 2( , , , )t t t t

i i i inX x x x    , after a chaotic map. If the 
new solution 1t

iX   is better than t

iX , the new solution will be 
output as a result of the chaotic search. Otherwise, let 1t t  , 
and continues chaos iteration. 

C. Flow of improved CPSO algorithm 

The front improved chaotic operator applied to particle 
swarm algorithm. The flowchart of improved CPSO algorithm 
is shown in Figure2. 
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Fig.2 Flow chart of improved CPSO algorithm 

 
For the actual optimization process as shown in Figure 2, 

they can be divided into the following steps. 
Step 1: Initialize sequence, set the acceleration constant 1c  

and 2c , weighting factor w , the maximum number of iterations 
T , the maximum stagnancy S. Setting the population 
size psize  and categories n , then randomly 
generates psize position vectors and velocity vectors.  

Step 2: Evaluate particle fitness, and calculate the total 
completion time of each node. 

Step 3: According to the formula (3) and formula (4), 
iteration will be started. And according to the current state of 
the population, update the optimal solution ipbest  for each 
individual particle, which they experienced and global optimal 
solution gp of all particles, which they experienced.  

Step 4: If they have iterated S times, the best fitness function 
value is not improved, then enter the chaos search mechanism. 

Step 5: Normalized the current position vector of particles, 
use improved chaotic operator to iterate，calculate the next 

generation of chaotic sequence，through the inverse transform 

mapping back to the original space，then calculate the value of 
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fitness function, if the value of fitness function is less than the 
value of current global optimum，replace a random population 
of particles with the position vector, and update the particles’ 

ipbest  and 
gp ，go back to step 3；Otherwise, continue to 

Chaos iteration.  
Step 6: Determine whether the maximum number of iterations 
is got ， if yes ， output the minimum total position C , 
Otherwise, go back to step 3. 

III. TEST AND RESULT ANALYSIS 
In the course of the experiment, the experimental conditions 

are as shown in table 1, the node used is shown in Figure 3. The 
experimental data sets are the RSSI data measured in different 
communication environments. As shown in Figure 4 
deployment, in the indoor hall and outdoor open environment 
in the 3.2m*3.2m range, according to the location of the 
unknown node in the environment corresponding to the 
different communication distance interval, 

 

 
Fig.3 Zigbee module  

 
Fig.4 The localization exerimental field 

 
The RSSI values of the unknown node and 4 anchor nodes 

are measured respectively. 200 sets of RSSI data values are 

measured at each distance, then the statistical information of 
RSSI data is computed, and the distribution of interval numbers 
is expressed. As shown in Figure 4, deploying 4 anchor nodes 
and one unknown node. By using the current common 
statistical mean least squares curve fitting method (LSCF), the 
stepwise regression curve fitting (SRCF), the standard PSO 
algorithm and the CPSO algorithm proposed to estimate the 
distance. The RSSI values of the communication between 
different location points and different anchor nodes in 2 typical 
environments are estimated respectively, and the absolute error 
of the experimental results is shown in table 1 and Figure 5. It 
can be seen from table 1 that the distance estimation precision 
of PSO algorithm and CPSO algorithm is significantly higher 
than that of LSCF and SRCF algorithm. Furthermore, the 
precision of CPSO algorithm is 2.86% and 5.21% compared 
with the accuracy of PSO algorithm in indoor and outdoor 
respectively. 

The outdoor open environment has the least influence on the 
distance estimation, while the indoor corridor and the hall 
environment have a great negative impact. This is because 
indoor corridor and hall communication environment is 
complex, there are a lot of reflection, diffraction and multipath 
propagation in communication. and outside the open 
environment, these conditions are much smaller. Compared 
with the curve fitting method, the PSO and CPSO methods have 
smaller estimation errors on the distance estimation method. 

 
Table 1 The distance estimation absolute error of four different 

methods in two different environments 
 Indoor/m Outside/m 
LSCF 1.1023 0.3235 
SRCF 0.9823 0.2138 
PSO 0.3319 0.0825 
CPSO 0.3224 0.0782 

 
 

 
Fig.5 The distance estimation absolute error of four different 

methods in two different environments 
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A. Comparison of the Relationship between Ranging Error 

and Positioning Accuracy  

Aiming at the problem that the range of RSSI algorithm can 
be affected by environment, it is shown from figure 6 that with 
the increase of ranging error, the positioning error will increase, 
but the CPSO algorithm is more reasonable than the existing 
PSO algorithm, which reduces the effect of the ranging error, 
and the location error of CPSO algorithm is obviously less 
affected in the same range error. Especially when the ranging 
error is large, the improved algorithm has better anti error 
performance. When position error is 0.9, the relative range 
error gap between the PSO and CPSO can reach 5%, and the 
trend of this gap will continue to increase. It can be concluded 
that the CPSO algorithm effectively solves the limitation of the 
traditional PSO algorithm for ranging correction, and maintains 
a good precision when the range error is large. 

 
Fig.6 Effect of ranging error on positioning error 

 

B. Error analysis under different communication radius 

 The increase of communication radius will reduce the 
positioning error of nodes to a certain extent, but the excessive 
communication radius will consume the energy of nodes. In 
order to compare the average positioning error of each 
algorithm node under different node communication radius, the 
proportion of anchor nodes is set to be 20%. The improved 
algorithm and each localization algorithm are randomly 
simulated for 100 times to obtain the positioning error. 

The test area range is 10m×10m to 50m×50m, the interval is 
arranged 25 mobile nodes, 7 reference points, and the location 
error of 2 algorithms under different communication radius r is 
shown in Figure 7.  

 

 
Fig.7 Comparison of location error under different 

communication radius 
 

It can be seen from Figure 7 that the positioning error of 
CPSO algorithm decreases with the increase of communication 
radius of nodes, and the positioning error is smaller than that of 
PSO. When the node communication radius is 50 m, the 
positioning error of each localization algorithm is the lowest, 
and the CPSO positioning error is 0.12. At the same time, the 
average error ratio of the existing PSO algorithm is larger than 
that of the improved CPSO network algorithm, the mininum 
error of the two algorithms is 0.2m, the maximum error of the 
two algorithms is 0.36m, and average error of the two 
algorithms is 0.292. With the increase of radius value, the error 
of the existing PSO algorithm becomes smaller, but the error of 
CPSO algorithm decreases with the increase of communication 
radius. 

PSO algorithm has the advantages of parallel operation, less 
adjustable parameters, fast optimization speed and easy 
implementation. The disadvantage is that it is easy to fall into 
the local minimum and the search accuracy is not high. Chaos 
Particle Swarm Optimization (CPSO) algorithm combines the 
fast convergence of PSO algorithm and the ergodic randomness 
of CO algorithm. In the area near the optimal solution selected 
by each generation of PSO algorithm, chaos algorithm is used 
to further search to prevent it from falling into the local optimal 
value, thus improving the shortcomings of PSO algorithm and 
becoming an efficient optimization algorithm. 

However, the algorithm proposed in this paper has some 
limitations in correcting the estimated distance between the 
unknown node and the anchor node. In addition, most of the 
work in this paper is based on simulation experiments, so there 
is no more consideration for the complexity of the actual 
environment. 

The improved bat algorithm can be used as an alternative 
method in this study. Although bat algorithm is superior to 
other particle swarm optimization algorithms in solving 
unconstrained optimization problems, it also has defects of 
other intelligent optimization algorithms. Therefore, we can use 
cubic mapping to homogenize the speed and position of bat 
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population to improve the quality of population data solution, 
and then introduce Levy flight feature to enhance the ability of 
the algorithm to jump out of local optimization. After getting 
the optimal bat value, Powell local search is carried out to 
accelerate the convergence of the algorithm. 

For CPSO algorithm, how to choose more suitable data 
structure and algorithm parameters, and then improve the 
running speed of the algorithm is a key problem to be solved in 
the future. Introducing chaos theory, such as nonlinear 
dynamics, into the analysis and improvement of particle swarm 
optimization algorithm is a direction of future development. 

IV. CONCLUSION 
At present, the method of line or curve fitting is widely used 

to estimate the communication distance in wireless sensor 
network location, which makes the distance estimation error 
larger, which leads to higher positioning error. In this paper, 
based on the Rssi location problem in the real WSN system, the 
statistical distribution characteristics of the measured RSSI data 
are fully utilized. The improved chaotic particle swarm 
optimization algorithm is used to estimate the communication 
distance so as to achieve high precision positioning. In this 
paper, the CPSO network is used to optimize the RSSI value, 
then the RSSI value is processed, and the corresponding 
distance data is obtained. That is to use CPSO training to form a 
new algorithm, which can avoid local extreme value. The 
experimental results show that the CPSO has the advantage of 
local search and global search optimal solution relative to 
statistical mean least squares fitting, stepwise regression and 
traditional particle swarm optimization, which increases the 
convergence rate and global convergence of the algorithm, and 
improves the positioning accuracy of the rssi-d distance 
estimation method.  

Wireless sensor network location research still have a lot of 
problems to be solved and perfect, the existing algorithm in the 
security and privacy issues are relatively fragile, with the 
development of positioning technology, human life needs, 
wireless sensor networks in energy consumption, cost, 
practicality, security positioning, At any time, the research 
work of the node localization and so on will be the key task of 
the next stage. 
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