
 

 

 

Abstract—At present, the research on flow scheduling 

optimization around SDN has become the focus of 

international attention. Based on the current traffic control 

algorithm, especially the shortcomings of traffic scheduling 

optimization, Path-Server Traffic Scheduling (PSTS) 

algorithm is proposed in this paper to solve problems. Based 

on the real-time monitoring of network on Ryu controller, 

network topology, network load and server load 

information were obtained to choose the optimal routing 

scheme, thus achieving the goal of improving the overall 

network performance. Through the interaction between the 

components, the work flow of the Ryu controller is designed, 

and the channel quality information among users is 

maintained by the link state management module. When the 

small base station receives the data packet sent by the SDN 

exchange price, it will temporarily store it in the data cache 

module. Then, according to the amount of cached data and 

the channel quality of each user, the optimal time slot of the 

wireless network resource allocation scheme is 

comprehensively determined, and the data packet is sent to 

the corresponding client. In the view of proposed design, the 

Mininet simulation platform is used to simulate the SDN 

network in this paper. Based on the simulation platform, the 

performance of the algorithm is analyzed and compared. 

Besides, bandwidth utilization, average transmission delay, 

system utility and terminal usage change, interrupt rate and 

terminal usage change of different algorithms in SDN 

wireless network are analyzed and compared through data. 

All experiments have proved that the research content 

proposed in this paper has an obvious effect on network 

load control, which shows network performance. 

Keywords—SDN, wireless network, load control, PSTS 

algorithm, Ryu controller 

I. INTRODUCTION 
ITH the rapid development of big data, cloud computing 
and social networks, the traffic within the data center has 
grown exponentially, and the bandwidth requirements 

 

 

for data center networks is increasing. In order to achieve higher 
bandwidth and better fault tolerance in data center networks, 
researchers have proposed a variety of new data center network 
architectures, such as Fat-Tree, BCube, DCell, etc., which all 
use multiple tree structures and provide multi-path transmission 
to obtain higher network bandwidth to ensure network 
reliability. Taking the miniaturized Internet of Things cloud 
computing environment as an example and using flow steering, 
the Internet of Things cloud service application covering the 
data path is dynamically adjusted based on SDN. SVirt is 
proposed to provide ideal virtual SDN services for tenants of 
public clouds in commercial 5G networks, actual deployment 
and use cases in the wireless sensor network, namely the 
Internet of Things. At present, all aspects of research around 
SDN are in full swing. In terms of network traffic control, SDN 
can better achieve centralized control of the global network 
logic since the control plane of SDN is separated from the 
forwarding plane, and it has the characteristics of an open 
programmable interface[1-2]. 

At present, the research on traffic management and control 
(flow scheduling optimization) around SDN has become the 
focus of international attention. Proposed traffic control 
(scheduling) schemes can be roughly divided into the following 
two categories.They are embodied in optimizing traffic 
scheduling and balancing server load,etc.. The idea of the first 
type is to design and build a new model or architecture to 
optimize traffic management and control. In literature [3-5], 
based on the optimal allocation of traffic, a new traffic 
distribution and scheduling model is proposed to achieve load 
balancing. The literature [6-7] takes the flow table in OpenFlow 
as the starting point and improves the existing route scheduling 
mechanism to achieve better load balancing effect. In literature 
[8], a real-time virtual machine management framework based 
on SDN is proposed. Moreover, the sequential network 
information is used as the core to drive the operation of the 
virtual machine, and the optimal scheduling of traffic in the 
whole network is realized. Experimental results show that the 
management structure can effectively reduce communication 
costs and improve network throughput. The idea of the second 
type is to study the corresponding algorithm to optimize the 
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flow management and control. Literature [9] proposed an 
effective resource management algorithm, which mainly 
optimizes the factors affecting the load balancing effect 
including traffic scheduling. What’s more, based on the SDN 
framework, literature [10-11] analyzed the dynamics and 
staticity of the load balancing algorithm. Both algorithms can 
achieve load balancing, but the performance of dynamic 
algorithms is better than static algorithms. Compared with the 
first type of research scheme that needs to redesign and build 
the entire flow control model or architecture, the second type of 
research scheme only needs to design and improve the 
algorithm, which is simpler and more operable. However, the 
optimization of traffic control at the algorithm level only 
considers the link factors that affect data transmission, but does 
not take into account factors such as the server load that affects 
network data transmission. Most of the current traffic control 
algorithms consider influencing factors too singular, and only 
stay at the link level, which lack of the consideration at server 
level. The Dynamic Load Balance (DLB) algorithm determines 
the final forwarding path only by selecting the single link with 
the largest available bandwidth. Obviously, the influencing 
factors considered by the DLB algorithm are too singular.  

Based on the current traffic control algorithm, especially the 
shortcomings of traffic scheduling optimization, Path-Server 
Traffic Scheduling (PSTS) algorithm is proposed in this paper 
to solve above problems. For most of the current researches on 
traffic scheduling optimization algorithms only consider the 
link level, the PSTS algorithm proposed in this paper adds 
additional consideration to the server level. Nearly 
comprehensive consideration of the influencing factors makes 
the algorithm achieve more reasonable traffic scheduling and 
higher network benefits. 

II. PSTS ALGORITHM FOR WIRELESS NETWORK LOAD 
CONTROL 

A. RYU Controller 

YU is an open-source component-based software-defined 
networking framework project developed by Nippon Telegraph 
and Telephone (NTT). RYU is an SDN controller fully 
implemented in Python. RYU name comes from a Japanese 
word meaning “flow,” which is a Japanese dragon, one of the 
water gods. It manages “flow” control to enable intelligent 
networking. The RYU Controller provides software 
components with well-defined applica-tion program interfaces 
(APIs) that make it easy for developers to create new network 
man-agement and control applications. RYU supports various 
protocols for managing network devices, such as OpenFlow, 
Netconf, OF-config, etc. About OpenFlow, RYU supports fully 
1.0, 1.2, 1.3, 1.4, 1.5.  

RYU SDN Controller has three layers. The top layer consists 
of business and network logic applications known as the 
application layer. The middle layer consists of network services 
known as the control layer or SDN framework, and the bottom 
layer consists of physical and virtual devices know as an 
infrastructure layer. The middle layer hosts northbound APIs 

and southbound APIs. The controller exposes open northbound 
APIs such as a Restful management API, REST, API for 
Quantum, User-defined API via REST or RPC, which are used 
by applications. RYU provides a group of components such as 
OpenStack Quantum, Firewall, OFREST, etc. useful for SDN 
applications. The objective of these applications is to gathered 
network intelligence by using a control-ler, performed analytics 
by running algorithms, and then orchestrated the new rules by 
using the controller.  

The architecture of the RYU SDN Controller shown in 
Figure 1. 

 

Fig.1 RYU SDN controller architecture 

B. The SDN-based Network Architecture 

Due to the Real-time monitoring of the network on Ryu 
controller, network topology information, network load 
information, and server load information are obtained to 
achieve an optimal routing scheme, which thereby realizes the 
goal of improving overall network performance. The SDN-
based network architecture is shown in Figure 2. 
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Fig.2 SDN-based network architecture 

In this paper, PSTS algorithm is implemented in Ryu 
controller through custom module. The interaction among 
components can be used to design the workflow of the Ryu 
controller, which is the initialization phase, the state acquisition 
phase, the calculation and screening phase, and the policy 
execution phase. They are shown in Figure 3. 

 

Fig. 3 Ryu controller workflow 

C. SDN Controller 

SDN switch sends the video stream to the corresponding 
small base station according to the flow table sent by the SDN 
controller, and SDN controller mainly includes a network state 
management and transmission scheduling module. When SDN 
network receives the data sent by the video server, the video 
stream is scheduled according to the number of video layers to 
be sent in combination with the channel quality of the wireless 
network so that DSCN can fully utilize the wireless network 
resources. In DSCN, each small base station mainly includes 
link state management, network resource management, and data 
cache module where the link state management module 
maintains channel quality information among users. When 
small base station receives the data packet sent by the SDN 
exchange price, it will temporarily store it in the data cache 
module. Then, according to the amount of buffered data and the 
channel quality of each user, the optimal wireless network 
resource allocation scheme of the current time slot is 
comprehensively determined, and the data packet will be sent 
to corresponding user[12-14]. 

SDN network topology is represented by undirected graph 
E)(V,G  where V and E respectively represent the set of nodes 

and the set of links in the network. G contains M controllers 
}c,,c,{cC M21   and N switches }s,,s,{sS N21   

where NM|V|  . It is assumed that the controller can be 
optimally deployed in the network topology, and one controller 
manages multiple switches to form a SDN sub-domain. 
Controller Cm has a processing capacity of SU, cmm   is 
defined as a switch set managed by the controller Cm, and d is 
the number of hops among network devices. Let connection 
relationship between the switch Si and the controller Cm is Xim, 
which is as shown in the formula (1). 






others

CtoconnectedisS
X

mi

im ,0
,1                 (1) 

In SDN network, the controller load mainly includes data 
interaction, routing rules and state synchronization. 

    Definition 1. Data interaction cost. 

    To implement centralized control, the sub-domain controller 
needs to exchange periodic information with the switch to 
collect hop count and traffic information of each switch. Let the 
data interaction cost of the controller Cm be mC

data  , which is as 

shown in equation (2). 






mcui
imSWim xvdmC

data                       (2) 

where VSW is the average rate of a switch, which depends on the 
number of links connected to each switch. 

    Definition 2. Routing rule cost. 
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    When the switch receives new traffic, it sends a PACKET-
IN message to the controller, and asks the controller to calculate 
the traffic path and deliver the routing entry so that the routing 

rule cost  is generated in the controller, which is as shown 
in Equation (3).  

         (3) 

where fPACKET is the average size of the PACKET-IN packet 
sent by the switch, and k  is the stream request rate of the 
switch Sk. 

Definition 3. State synchronization cost. 

In a distributed SDN network, synchronization messages are 
sent among controllers to maintain a global network view, and 
result in a state synchronization cost , which is as shown 
in equation (4) 

                 (4) 

where syn
 
related to fPACKET is the network data shared 

among controllers, and  since the controller 

does not share all the information of the sub-domain. 

Therefore, the controller load in the network is a linear 
aggregation of the three types of costs mentioned above, and 
the load 

mc of the controller Cm is calculated as shown in 

equation (5) 

mmm

m

C

state

C

route

C

datac                        (5) 

The load difference between controller Cm and controller Cn 
is 

n

m

nm

c

c

ccQ



                                      (6) 

Based on the above settings, the load difference matrix of the 
controller can be obtained[15]. 
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For a given load difference threshold u, the switch migration 
trigger condition is as shown in equation (8). 

  uQQCCC
mnnm ccccmnnm  ,,     (8) 

where mn  is trigger factor. 

If the trigger factor  exceeds the preset threshold u, it 
will be considered that the controller load imbalance occurs in 
the network and switch migration will be triggered. Therefore, 
the load difference threshold is important to adjust the 
controller load distribution in the network, and the value of the 
load difference threshold u is related to both the maximum load 
and the minimum load of the controller. The load difference 
threshold is calculated as shown in equation (9). 

MM

MMMM

maxQ
minQ-maxQu


                 (9) 

where maxQM×M is the maximum value of the element in the 
matrix QM×M, and minQM×M is the minimum value of the 
element in the matrix QM×M. In order to effectively improve the 
migration efficiency and reduce the migration complexity, the 
migration object is determined based on the load difference 
matrix QM×M. The controller that migrates the switch out is 
defined as the migration-out controller, and the controller that 
receives the switch is defined as the migration-in controller. As 
a result, by detecting QM×M, the migration-out controller set COM 
and the migration-in controller set CIM are obtained. If 

umn  , the controller cm and cn will be respectively added to 
the set COM and CIM.. 

The connection between switches constitutes an undirected 
graph. The composition of network equipment in data center 
can be abstracted as connection graph G(S, L), as shown in 
Figure 3, S={S1, S2, S3,...,Sn} represents a collection of network 
devices such as an openflow switch, L={L12,...Lij} denotes the 
set of links. Lij is the link between node i and node j, where i, j 
∈ S. Rij represents the path from node i to node j. Each link Lij 
corresponds to a ωij, which represents the weight value of the 
link between node i and node j. ωij can be the link utilization or 
residual bandwidth, etc. The adjacency matrix of undirected 
simple graph can be used to represent the whole network 
topology and the corresponding relationship between the links 
between switches and the link weight value ωij. Basic 
mathematical model of routing module is shown in Figure 4. 
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Fig.4 Basic mathematical model of routing module  

D. Acquisition and Calculation of Link Delay 

The NetworkMonitor part is responsible for monitoring the 
available bandwidth and delay of the network link, and storing 
the acquired data in the networkx graph structure. The 
NetworkHandler component reads the relevant parameter 
values in the networkx graph in real time, and filters out the 
qualified path set according to the PSTS algorithm [16-17]. 

Step1.The controller sends a packet_out message to the 
switch A. The data segment of the packet carries the LLDP 
protocol and is timestamped with the packet. 

Step2.The action field of the packet_out message indicates 
that Switch A floods or forwards the packet to another port. In 
actual operation, the packet is forwarded to Switch B by Switch 
A. 

Step3.After receiving the packet from Switch A, Switch B 
cannot match the corresponding flow entry. Therefore, Switch 
B sends packet_in message to the controller. 

Step4.After receiving the packet_in message, the controller 
parses the data packet, extracts the timestamp of the data field, 
and subtracts the current time from the timestamp to obtain T1. 

Step5.Similarly, the total time from the controller to switch 
B, then from switch B to switch A and finally back to the 
controller can be obtained. It is recorded as T2. Moreover, 
round-trip time (RTT) between the controller and switch A plus 
the RTT between switch A and switch B plus the RTT between 
controller and switch B equals to (T1+T2) . 

Step6.Whereafter, controller sends a echo_request message 
with timestamp to switch A and switch B. After receiving the 
message, the switch immediately replies to echo_reply message 
with the echo_request timestamp. Let ta and tb be the RTT 
between switch A, switch B and the controller. Finally, the 
forward and backward average delay of the link between switch 
A and switch B can be calculated. The calculation is. 

The location of the quantum particle is represented with the 
quantum bit and is defined as 

   1 2

2
a b

d

t t t t
T

  


                        
(10) 

The class that implements the probe network delay function 
in the above work is the NetworkDe-layDetector class. The 
main functions in the class are that the get_total_delay function 
is responsible for superimposing the delay of each link to obtain 
the delay of each path, and saving the result in a two-
dimensional array of paths. The show_delay_statis function is 
used to display the link delay information, including the source 
address, destination address, and delay. 

E. Acquisition and Calculation of Link Bandwidth 

In this paper, the OpenFlow protocol is used to obtain 
information in this paper such as switch ports and flow tables 
through packets, which thereby obtains the available bandwidth 
of the link in the SDN network. 

Step1. Calculating the data transmission rate of the port. 
When the controller queries the port data flow information, 

the type field of the ofp_stats_request is set to OFPST_FLOW 
and sent to the switch. Moreover, the switch responds by 
uploading the ofp_stats_reply message. The controller matches 
the dura-tion_sec, duration_nsec, byte_count values of the 
body field in ofp_stats_reply message, where duration_sec, du-

ration_nsec represents the duration of the data stream, and 
byte_count represents the bit size of the data stream. Thus the 
actual transmission rate of the data stream can be calculated. 

8
/10durationcdurationse

byte_countspeed 9
nsec






              
(11) 

 

Step2. Calculating Link Throughput. 
Calculating link throughput is similar to obtaining the actual 

transmission rate of the data stream. The controller sends an 

ofp_stats_request message whose type field is OFPST_PORT 

to the switch, and the switch answers the message. In order to 
calculate the link throughput, two moments t1, t2 are defined, 
and the link throughput can be derived from 

2 2 1 1t t t t

2 1

[(tx_bytes rx_bytes )-(tx_bytes rx_bytes )]
capacity

(t -t ) 8
 




(12) 

where tx_bytes represents the number of bytes sent and rx_bytes 
is the number of bytes received. 

Step3. Calculating the Available Bandwidth of the Link. 
After obtaining the current occupied bandwidth speed and 

the link throughput capacity, available bandwidth of the current 
link can be calculated. 

            (13) 

After obtaining the available bandwidth of the current link, 
the above operations can be performed cyclically, and the 
available bandwidth of all links in the entire network will be 
gained[18]. 

F. Acquisition and Tradeoff of Server Status 

In ServerInfo part, command component called, each 
corresponding command is executed on each server in ac-

cess_port to respectively obtain the memory usage mem and the 
CPU load cpu. free command is used to get the memory usage. 
When calculating the memory usage, a rough formula will be 
adopted. The calculation is as follows. 

usedmem
used
total

p 
                          

(14) 

free bandwidth capacity speed  
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uptime command is used to obtain CPU load information, and 
the three numbers after loadaverage parameter respectively 
represent the average system load within 1 min, 5 min, and 15 
min. According to the average system load, development trend 
of the system load can be judged. What’s more, to ensure CPU 
performance, CPU load threshold Thi,cpu  can be defined as 
follows. 

                   (15)
  

III. SIMULATION AND ANALYSIS 
The Mininet simulation platform is used to simulate the SDN 

network and  PSTS algorithm. In addition, the performance of 
the algorithm is analyzed and compared based on the 
simulation. Due to experimental conditions and the fact that the 
Mininet simulation platform does not have a virtualized server 
device, only link module of the PSTS algorithm is tested in this 
experiment. To evaluate the performance of the PSTS algorithm 
and the DLB algorithm, following two indicators are defined 
[19-20]. 

The average bandwidth utilization η refers to the average 
ratio of the actual bandwidth real_bwi obtained by each data 
stream i to the specified bandwidth assigned_bwi of the data 
stream. The calculation formula is as follows. 

                        
(16) 

The average transmission delay τ refers to the average time 
when each data stream i arrives at the server minus the time 
when data stream is sent from the client. The calculation 
formula is as follows. 

                  
(17) 

In order to verify the PSTS controller algorithm proposed in 
this paper, traffic load is first used as an independent variable 
in the simulation. Besides it, the evaluation of the algorithm is 
embodied to analyze changes in network performance under 
different traffic loads. What’s more, set h0 as the Iperf client, 
ha~hz as the Iperf server, test 200 sets of data, and the 
experimental results will be gotten. 

In Figure 5, as the traffic load increases, the average 
bandwidth resource utilization of the DLB algorithm and the 
PSTS algorithm proposed in this paper are increasing, but 
average bandwidth utilization increases at a slower rate in PSTS 
algorithm. When the traffic load factor reaches 3, the utilization 
of PSTS algorithm is about 46% lower than that of DLB 
algorithm, and then DLB algorithm increases at a faster rate. 

 

Fig. 5 Comparison and analysis of average bandwidth utilization data 

 

The average transmission delay of DLB algorithm and PSTS 
algorithm under different traffic loads is shown in Figure 6. It 
can be seen that the performance of the PSTS algorithm is 
significantly better than the DLB algorithm. 

 

Fig. 6 Comparison of average transmission delays 

 

According to the above result, the traffic load is set to 0.5. 
Moreover, terminal transmits a data stream with a bandwidth of 
100M for 20 times, and the data stream transmission path and 
the destination host are determined by the controller. The trend 
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of system utility changes as the amount of terminal usage 
increases. Therefore, the change trend of system utility will 
decrease as the amount of terminal usage increases. The trends 
in wireless network system utility and terminal usage changes 
are shown in Figure 7. 
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Fig.7 Trends in wireless network system utility and terminal usage 
changes 

 

This is because wireless resources are limited, and the 
increase in terminal usage will reduce the average resource rate, 
which thereby reduces the wireless transmission rate, and fails 
to provide sufficient bandwidth to transmit high-capacity data. 
Therefore, it is shown that the algorithm adjusts the layer 
numbers of data to be sent and received according to changes 
in system status. In addition, according to Figure 5, it can be 
judged that the system utility of PSTS algorithm is higher than 
DLB algorithm since the classic DLB control algorithm is 
suitable for SDN network environment in lower density, and the 
goal of the DLB algorithm is to stabilize the buffer length of the 
user-based short data instead of maximizing the system utility. 
On the contrary, when building mathematical models, PSTS 
algorithm clearly aims to maximize system utility. 

Streaming video interruptions in wireless networks can 
greatly affect the experience of network playback. Then define 
the video playback interruption rate which is the ratio of video 
interruption and recovery due to network delay during the total 
playback time to evaluate the video playback quality. In the two 
algorithms, the relationship between the video playback 
interruption rate and the number of used terminals is as shown 
in Figure 8. 
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Fig. 8 Trends in wireless network outage rate and terminal usage 
change 

 

Compared with DLB algorithm, PSTS algorithm has a lower 
video playback interruption rate since when deriving the PSTS 
algorithm, rate constraint is considered in this paper to reduce 
the video playback interruption rate by ensuring that the long-
term average video transmission rate is greater than the long-
term average video playback bit rate. 

In DLB algorithm, controllers almost select the same data 
transmission path so that the load of h1 increases sharply, and 
the waiting queue of data becomes longer, which affects the 
performance of h1, reduces the data processing speed, and even 
causes packet loss due to local congestion. However, In PSTS 
algorithm, each time data streams arrive on different hosts as 
when the load of each host is the same, polling will be used by 
the PSTS algorithm to select the destination host to relieve the 
pressure among hosts. Therefore it can be seen from the above 
four statistical comparison figures that the performance of 
PSTS algorithm proposed in this paper is significantly better 
than DLB algorithm. 

Based on the modular function implementation of the Ryu 
controller, PSTS proposed in this paper can effectively obtain 
the influencing factors at the link level and server level. During 
implementation process, the sorting and filtering of each link 
and each server is implemented to support the ultimate optimal 
traffic scheduling solution through measuring the impact 
factors (performance indicators) at the link level and server 
level and introducing the impact factors that have been obtained 
before to calculate the weight. The simulation results show that 
under the same traffic load PSTS algorithm proposed in this 
paper can achieve higher average bandwidth utilization and 
lower average transmission delay than DLB algorithm which is 
widely accepted now. In terms of load distribution, when there 
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are a large number of parallel data streams in the network, PSTS 
algorithm can distribute the data streams to each server more 
efficiently, which greatly avoids the local congestion in the 
network, improves the processing speed of the data stream and 
thereby improves the overall performance of the network. 

IV. CONCLUSION 
For the widely accepted DLB algorithm which only takes the 

link with the largest bandwidth in each hop as the final selected 
path, it is believed in this paper that traffic scheduling should 
consider the global network conditions. On one hand, that the 
bandwidth of a certain link in one hop is the largest cannot 
represent  other conditions in this link are better than the 
remaining links in the hop. On the other hand, factors affecting 
traffic scheduling include server load conditions in addition to 
network link conditions. Based on the above considerations, an 
SDN-based load balancing network controller algorithm is 
proposed in this paper, which takes into account the network 
link status and server load status. Furthermore, the simulation 
results show that the PSTS algorithm designed in this paper can 
obtain larger average bandwidth utilization, smaller average 
transmission delay, and more balanced network load, which 
effectively avoids the local congestion of the network and 
shows good network performance. 

With the increasing expansion of network scale, a robust and 
efficient dynamic routing system design is very important. In 
the future, the whole system will be further improved to achieve 
independent module function, reduce coupling, and develop 
efficient interfaces to meet more business requirements. In 
addition, a single controller can not deal with the problem of 
snd network across multiple regions. It needs a distributed 
cluster composed of multiple SDN controllers to avoid the 
reliability, scalability and performance problems of a single 
controller node. Therefore, it is necessary to improve the whole 
routing and traffic scheduling algorithm so that it can be 
successfully transferred to the SDN architecture of the 
controller cluster. 
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