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Abstract—Stochastic phenomena widely exist in the 

nature and real dynamic systems. The existence of random 

phenomena will make the system performance degrade 

greatly, and even cause instability. For the sake of 

improving the stability of stochastic control system, this 

paper proposed a novel method of optimization for 

stochastic control system by control model and max-plus 

algebraic algorithm. The simulation results indicate that 

the optimization method can effectively optimize the 

stochastic system. The input of the stochastic control 

system is stable to a certain extent, which weakens the 

random interference of the input signal in the external 

environment, thus improving the stability of the stochastic 

control system. 
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I. INTRODUCTION 

tochastic control system a dynamic system affected by 

random factors. It is usually described by stochastic 

differential equation or stochastic difference equation. 

From the perspective of control theory, the research on 

stochastic systems mainly includes the following aspects. 

The mathematical model for the system is set up from the 

measured data, or the model structure of the system has been 

given, and the unknown parameters in the model can be 

estimated according to the measured data. Specifically, in 

terms of modeling and identification, white noise driven 

difference equation (ARMA process) is often used to model 

the measured random data. The estimation of the coefficient 

and order of ARMA process is called time series analysis. It 

 

has a set of mature methods, but the process that can be 

effectively handled by this method usually needs to have 

stationarity. However, the output process of feedback control 

system is not stable due to the control term, so the commonly 

used time series analysis method does not estimate the 

parameters of the feedback control system Applicable. 

ARMAX process is the most commonly used model for 

stochastic control system modeling. Its coefficient estimation 

is usually estimated by least squares, maximum likelihood or 

other algorithms derived from it. However, if the estimation 

converges to the true value, the system must be stimulated to a 

certain extent. However, how large the excitation is and how 

fast the convergence speed is, this has caused a lot of research. 

The order estimation of feedback control systems is an 

interesting problem. According to the measured data and 

system model, the system state or signal disturbed by noise is 

estimated. The control of stochastic system is constructed to 

minimize the given performance index. 

Due to the actual systems in engineering technology, 

environmental ecology, social economy and other fields, there 

are generally random disturbances. Therefore, the study of 

stochastic systems is necessary for practical application, but it 

also brings many difficult theoretical issues. So for a long 

time, stochastic control systems have been widely concerned 

by researchers of various backgrounds.  

Stochastic phenomena widely exist in the nature and real 

dynamic systems. The existence of random phenomena will 

make the system performance degrade greatly, and even cause 

instability. This paper proposed a novel method of 

optimization for stochastic control system by control model 

and genetic algorithm. 

II. PREDICTIVE CONTROL  

Predictive control (PC) has been successfully applied to 

industrial process control because of its strong robustness to 

the uncertainty of the controlled plant and the ability to 

overcome the influence of pure delay on the characteristics of 

closed-loop systems.  

The structure of predictive control system is shown in Figure 1. 
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    Figure 1. The structure of predictive control system 

However, PC is mainly concentrated on stochastic control 

system, and a common industrial process contains complex 

nonlinear characteristics. Therefore, the research scope of PC 

has been extended from linear stochastic control system to 

nonlinear stochastic control system. 

The input or output model of the control object can be 

described as 

( ) ( ( 1), , ( ), ( 1), , ( ))y k f y k y k m u k u k n        
(1) 

where )(ku ， )(ky  denote the input and output of the system 

respectively, n  and m  are the orders of the input and 

output respectively. )(f  is an unknown nonlinear 

continuous differentiable function with respect to 

( 1), , ( ), ( 1), , ( )y k y k m u k u k n    , and meets following 

conditions. 

A1) 0)0,,0,0,0,,0(  
mn

f  

A2) )(f is continuous differentiable with respect to 

( 1), , ( ),y k y k m   ( 1), , ( )u k u k n  , and every partial 

derivative is bounded,  suppose 
max0

( )

f
k

u k N


 
 

，

where maxk  is a constant, N  is the prediction horizon. 

The nonlinear system (1) satisfying the conditions A1) and 

A2) can be expressed by formula (2) as a time-varying linear 

system.  
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The controlled object can be described with the 

time-varying model as formula (3). 

)1(),()(),( 11   kuzkBkyzkA           
(3)

 

Where )(ku and )(ky represent the input and output of the 

controlled object, 
 

a

a

n

n zkazkazkA
  )()(1),( 1

1

1   

b

b

n

n zkbzkbkbzkB
  )()()(),( 1

10

1 

, 1a bn m n n   ， 11  z represent the difference 

operator, given the lag of the controlled object 1d , if 

1d , only need to let the coefficients of preceding 1d  

terms in the 1( , )B k z  polynomial equal zero. 

To make the output )( jky   of the controlled object 

tracking the reference sequence ),2,1)((  jjkyr
, let the 

performance indicator function as 

2

1

( ( ) ( ))
N

r

j

J y k j y k j


                (4)                            

The vectorial form of the optimal prediction output can be 

obtained as formula (5) by introducing the Diophantine 

equation,  

( ) ( 1)y k u k    Y GU F H             (5) 

Defining  
T

( 1), , ( )r r ry k y k N  Y , then the 

performance indicator function (4) can be written as formula 

(6) 

T( ) ( )r rJ   Y Y Y Y       (6) 

From (5) and (6), we can know the control law that minimizes 

J  is 1[ ( ) ( 1)]r y k u k    U P Y F H . Let T

1 ( )kP  represent 

the first line of 
1P , then the predictive control law can be 

written as 

T

1

1 1 1

( ) ( )[ ( ) ( 1)]

( ) ( ) ( ) ( ) ( ) ( 1)

( ) ( )

r

r

u u

u k k y k u k

P z y k N z y k z u k
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Z θ

 (7) 

( ) ( 1) ( )u k u k u k              (8) 
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When designing the model predictive control system, the 

model predictive control system can not be changed. 

However, the external interference factors are changeable and 

complex, and many of them are unpredictable. Therefore, the 

model prediction system has strong robustness, 

anti-interference and good practicability. The optimization 

process of stochastic systems is shown in Figure 2. 

  

Figure 2. Optimization process of stochastic systems 

By introducing the max plus algebra theory and considering 

the best and worst case fitness, if the model predictive control 

system can operate normally under two extreme conditions, 

then when the external conditions are between the two 

extreme conditions, the model predictive control system can 

operate normally. The specific operation steps of the model 

are as follows. 

STEP1. Start. 

STEP2. Collects and processes data to make data more 

characteristic. 

STEP3. Inputs the processed data into the model predictive 

control system. 

STEP4. Uses the theory of max-plus algebra to operate for the 

predict control system. 

STEP5. Compares the results of the predictive control system 

with the actual results to see if the accuracy requirements are 

met. If not satisfied, run the result back to STEP3. Continue 

with the next step. 

STEP6. processes and analyzes the results of the predicts 

control system, and studies the overall characteristics of the 

system through the feedback of the operation data. 

STEP 7 End. 

III. STABILITY AND CONVERGENCE ANALYSIS 

Suppose that there exists the optimum control increment
** ))(()( uu NkNku θZS  , at time k , if the System 

(1) meets the Conditions A1), A2), the predictive controller is  

)())(()( kkku uu θZS             (9) 

and the adaptive adjustment law of the parameter vector 

( )u kθ  is  

 








u

u

u
MkkP

Mkk
k

)(ˆ)(ˆ

)(ˆ)(ˆ
)(




θ       (10) 

when 
max0 2 k  , 0)(lim 


ke

k
. 

According to the mean value theorem, we can obtain 

*
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Then, the formula (11) can be expressed as follows. 

( ) ( ) ( )re k y k y k   

( ( 1), , ( ), ( 1)

, ( 2), , ( ( 1) ( ( )) ( )), , ( ))u u
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*
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( 2), , ( 1) ( ( )) , , ( ))u u

f y k y k m u k

u k u k N k N u k n

  

     S Z θ

( ( )) ( ))u k N k N   S Z  

(11)                                                                           

In the equation *( ) ( )u uk k  θ θ ， ( ) |
u

f u k N      ， u  is 
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the Condition A2 in the original system, it can be known 

max0 k  . 

When 
2T( ) ( ) ( ) ( )V k k k k    , it can be obtained as 

follows. 

2 2
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That is, 

2 T 2

2
T

2

T

( ) ( )

( ( )) ( ( )) ( )

1 ( ( )) ( ( ))

( )
2

1 ( ( )) ( ( ))

u u

u u

u u

V k V k N

k N k N e k

k N k N

e k

k N k N







  

 

    


    

S Z S Z

S Z S Z

S Z S Z

 

2 2

T

2

T

2 2

T

( )

1 ( ( )) ( ( ))

( )
2

1 ( ( )) ( ( ))

( ) 2
1

1 ( ( )) ( ( ))

u u

u u

u u

e k

k N k N

e k

k N k N

e k

k N k












    


    

 
  
     

S Z S Z

S Z S Z

S Z S Z

 

When 

2
*

2

*

T

( )

( ( )) ( ) ( )
( )

1 ( ( )) ( ( ))

u u

u u
u u

u u

k

k N k e k
k N

k N k N




 


  

  

θ θ

S Z θ
θ

S Z S Z

  

 

it can be obtained as follows. 
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Suppose 
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Then: 

( ) ( )V k V k N S    

When k  takes from 1 to l : 

(1) (1 )V V N S    

(2) (2 )V V N S    

  

( ) ( )V l V l N S    

Adding above equations, eliminating 

(1) (2) ( )V V V l N、  term results 

1 1 1

0 ( ) ( )
l l N

k l N k k

V k S V k N
    

       

After taking the limit of the above equation, we can obtain 

1 1

lim ( )
l N

l
k k

S V k N
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 
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For 
max0 k , 

max

2
0

k
  ,  2

1 0


 
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 
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1

1 1
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




 

 
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 

   

Among them, )0(,),1( VNV   are determined by the 

initial value and are bounded quantities,  

1 1

2
lim 1 ( )

l N

l
k k

S V k N


 

 
     
 

   

According to the nature that its general term tends to zero 

when the series converges, we can obtain 

2 2

T

( )
lim 0

1 ( ( )) ( ( ))k
u u

e k

k N k N






    S Z S Z
    (12) 

From the Hypothesis A2) that every partial derivative of 

)(f is bounded, we know the input ( )u k and output ( )y k

of the system are bounded, and expect ( )ry k is bounded, so

T1 ( ( )) ( ( ))u uk N k N  S Z S Z is a bounded quantity, and 

0)(lim 


ke
k

. 

IV. SIMULATION 

Consider the following nonlinear system 

2

2

( ) 2.5 ( 1) ( 2) /[1 ( 1)

( 2)] 1.2 ( 1) 1.4 ( 2) 0.7

sin(0.5( ( 1) ( 2)))cos(0.5( ( 1)

( 2)))

y k y k y k y k

y k u k u k

y k y k y k

y k

     

     

   

 

   (13) 

Reference sequence )(kyr
takes the form of 

2 sin( 20)k T , 01.0T , 2N , 1uN , 
1 50W  ; 

adaptive ratio 0.001  , each component of the initial values 

of parameter vector ( 1)u θ  and (0)uθ  all takes zero. 

After data analysis and processing, the following image is 

obtained. 

 

Figure 3. The input curve of stochastic system without 

optimization  

 

Figure 4. The input curve of stochastic system with optimization 

 

By comparing the system input curves of Fig. 3 and Fig. 4, it 

is found that the input of the predictive control system is more 

stable, and the input data is less noisy and less volatile.  

 

Figure 5. The output curve of stochastic system without optimization 
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Figure 6. The output curve of stochastic system with optimization 

 

From the simulation results of Fig. 5 and Fig. 6, it can be 

observed clearly that the output fluctuation of system is small 

and the accuracy is high compared with the disturbance 

system. 

V. CONCLUSION 

Compared with traditional algorithm, the method avoids 

solving the Diophantine equation and matrix inversion. The 

method need not utilize the unknown constant 0g . Currently 

the generalized predictive control has carried out application 

tests in the field of chemical industry, aerospace, automobile 

etc., this paper has further improved the timeliness of the 

predictive control algorithm, and therefore paved the way for 

the practical application of the algorithm. 
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