
 

 

 
 

Abstract—Based on the engineering practice and the 

research and analysis of the knowledge in the field of 

roadway support, the paper puts forward to use an 

improved BP neural network to study the supporting types 

by the investigation, and obtained the related factors of the 

supporting types of the mining roadway and the successful 

reinforcement cases of the roadway. The proposed 

algorithm is applied to the prediction of coal roadway 

support parameters, and the main influencing factors of 

coal roadway support design are determined. From the 

typical engineering cases of roadway support collected on 

site as neural network training samples, the forecasting 

model of support parameters is established. Through the 

experimental data and simulation results, it can be seen that 

both the error convergence process and results of 

convergence speed, convergence accuracy and support 

types are ideal, the prediction error is within the allowable 

range, and the prediction accuracy is high, which verifies 

the reliability of this method and provides a new research 

idea and good application value for the study of support 

types of mining roadway. 
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I. INTRODUCTION 
HE  pre-mining roadway is the most important mining 
engineering of non pillar stope, and it is also an 

underground engineering with poor surrounding rock 
environment [1-3]. With the development of underground 
engineering, the surrounding rock is continuously impacted by 
vibration and often fails [4]. In order to ensure the safety of 
underground engineering and normal mining activities, the 
surrounding rock must be supported and reinforced. 

Coal roadway support is the key link of mine production and 
construction [5-6]. It is neither scientific nor safe to determine 
the support scheme only by simple engineering analogy of field 
technicians. It is necessary to use the rapid development of 
artificial intelligence algorithm in recent years to make support 
scheme decision. At present, although there are many kinds of 

 
 

 

research methods on the types of roadway support, there are 
many factors affecting the types of support, which are complex 
and interact with each other, and each factor has uncertainty. 
The traditional method has high requirements for construction 
technology, and the general technical level is not ideal[7].  The 
support design of coal mine roadway with traditional BP neural 
network has achieved good results [8-10]. However, the 
complex geological conditions and production conditions of 
coal roadway make it difficult to select the input parameters. 
The inherent defects also make the prediction stability of 
support parameters poor and the actual effect poor. 

In view of the above problems, the proposed algorithm is 
used to predict the support parameters of coal roadway by 
analyzing the typical case data of support engineering in the 
mining area on the basis of the investigation and analysis of the 
stability of the mining gateway in iron mine and the study of the 
support evaluation method. The structural parameters of 
prediction model are determined, and the support parameters 
are predicted on the basis of analyzing the key factors affecting 
the support design of roadway. 

II. PRINCIPLE BP NEURAL NETWORK 

A. Basic Principle of BP Neural Network 

BP neural network algorithm consists of two parts [11-13], 
the input layer and the output layer through the established 
learning rules, and verify the calculation effect compared with 
the set error, which is the forward propagation process of the 
data. Only through the training of learning samples in the 
database, some rules between input and output can be found out. 
The algorithm can analyze the error size. If the accuracy effect 
is not satisfied, the error is fed to the input layer from the output 
layer[14]. After iterative calculation, the final result is obtained 
after many times of operation, which is reflected in the form of 
the weights and thresholds of each layer. This is the reverse 
transfer process of the error, and the training is completed 
through the above two steps. 

In the whole design of BP neural network model, its basic 
processing unit includes input layer, output layer, hidden layer, 
transfer function and training function. Combined with the case 
of coal mine roadway, the model is designed. However, BP 
neural network still has some shortcomings[15], which are 
described as follows. BP neural network can sink into local 
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extremum and converge to local minimum [16-17]. The 
objective function of BP neural network optimization is 
complex, and the initial weight, threshold and the best fitting 
position are difficult to determine. Especially when the output 
is close to 0 or 1, the training process is more likely to fail. The 
approximation of network model has a great relationship with 
the test sample set used. Different samples may lead to different 
approximation results. 

Back propagation (BP) network is a kind of multilayer 
feedforward neural network proposed by McCelland et al. Its 
learning is divided into two stages: one is the forward 
propagation stage of the signal, the sample data is input to the 
input layer, and the middle is processed by each hidden layer. 
The processed results are transmitted to the output layer, and 
the output layer outputs the final results. The other is the error 
back propagation. The error between the expected output and 
the actual output is transmitted to the input layer through the 
hidden layer in a certain way. In the process of transmission, 
the error is divided equally to each unit in the middle. Each 
neuron obtains its own error and modifies its own weight 
according to the error. The process of weight modification is 
the process of neural network learning. The process continues 
until the number of learning times set before the training of 
sample data is reached, or the output error reaches the allowable 
range. Its structure is shown in Figure 1, which is composed of 
input layer, hidden layer and output layer. 

X1

X2

Xi

W11

W1j

Wij

W21 W12
W21

W2j

Wi2

Wi1

W11

W21

Wj1

Y1

Fig. 1.  The structure of BP neural network 

In Figure 1, X1, X2, ..., Xi  is the input, Y1 is the output, Wij is 
the weight from the input layer to the hidden layer, Wjk is the 
weight from the hidden layer to the output layer. 

B.  Algorithm Steps of BP Neural Network 

Figure 2 is the flow chart of BP neural network algorithm. 

 
Fig. 2. The flow chart of BP network algorithm 

BP neural network algorithm steps are as follows. 
Step 1. Network initialization. 
Step 2. Calculate the output of the hidden layer. 
Let the hidden layer and the output layer adopt sigmoid 

function, that is, 
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Step 3. Calculate the output of the output layer. 
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Step 4. Calculation error. 
According to the actual output and the expected output, the 

error  and mean square error are calculated 

                                   (4) 

                            (5) 

 
Step 5. Update weights. 

          (6) 

                             (7) 

Where  is the learning rate. 
Step 6. Update threshold. 

            (8) 

                                   (9) 

Step 7. It is judged whether it is within the allowable range 
according to the output result error. If it is, the algorithm ends, 
otherwise it jumps to step 2. 
 

C.  Shortcomings of BP Neural Network 

BP neural network algorithm can approximate any nonlinear 
function with any precision, but it also has some shortcomings. 

(1) Because BP neural network algorithm is a local search 
method, and it solves a nonlinear problem, the network 
connection weight is adjusted along the direction of local 
improvement in the training process, so it is easy to fall into 
local minimum. In addition, with different initial weights, the 
network converges to different local minima in the training 
process, which makes the performance of the network unstable. 

(2) There is no unified theoretical guidance for the 
construction of the initial network structure, which is generally 
set according to experience, and then adjusted according to the 
output results, which will directly affect the approximation 
ability and generalization ability of the network, thus affecting 
the final effect of the algorithm. 

(3) The learning ability and generalization ability of BP 
neural network are closely related to the selection of samples. 
If the selected samples are contradictory, redundant and 
unrepresentative, the training of BP neural network is difficult 
to achieve the desired effect. 

III. PRINCIPLES OF ESTABLISHMENT FOR ROADWAY SUPPORT 
MODEL 

The input and output layer nodes are determined as follows. 
According to the actual situation of coal mine roadway, seven 
input layer node factors of neural network algorithm are 
determined: roof surrounding rock strength, floor surrounding 
rock strength, two sides surrounding rock strength, first caving 
distance of direct roof, buried depth, roadway clear width and 

roadway clear height. In the case of bolt support, five output 
layer node factors can be determined: bolt length, bolt diameter, 
bolt spacing, bolt row spacing and support type. The calculation 
is carried out twice for the accuracy of data prediction. The 
sample data of two layers are collected, analyzed and 
summarized, and the typical roadway database is established. 

The design of the hidden layer is as follows. The number of 
hidden layers and nodes is directly related to the prediction 
results. However, the increase of the number of hidden layers 
will also lead to the increase of training time and the complexity 
of the determination of node parameters, that is, too many 
hidden layer nodes will increase the training time, too few will 
cause too much error. At present, some formulas for the number 
of hidden layer nodes are not very accurate, so it needs to be 
determined by combining the designer's experience and 
reference formula. 

The initial value includes the weights and thresholds of each 
layer, which has a great influence on whether the neural 
network can achieve the global optimization and the allowable 
error. In the first training, the weights and thresholds are 
generally random values and limited in the range of (0,1). At 
the same time, the input and output samples are normalized to 
make the data structure more reasonable and avoid excessive 
error. 

Based on the relevant research literature and many 
simulation operations, the input layer is determined to be 
logarithmic function and the output layer is determined to be 
linear function. The combination of the two functions can make 
the algorithm approach any form of nonlinear function 
mapping. 

IV. IMPROVEMENT OF BP NEURAL NETWORK ALGORITHM 

Due to its inherent defects, the standard BP algorithm still 
has some shortcomings in the accuracy of support parameter 
prediction [18]. Generally, the application of BP algorithm is 
based on the improvement of its training function. In order to 
overcome the above defects, this paper proposes an improved 
BP neural network algorithm with early termination judgement 
and Levenberg-Marquardt (LM) [19]. Firstly, principal 
component analysis(PCA) is used to find out the attributes with 
high correlation and reduce the processing dimension of data 
set, so as to solve the problem of slow convergence and over-
dependence of test samples. Secondly, the neural network is 
trained by early termination judgement, so as to find the best 
training times and solve the problem of over-adaptation. 

A. Principal Component Analysis 

Principal component analysis (PCA) is a dimensionality 
reduction method [20]. Its essence is to transform multiple 
irrelevant attributes in the original sample set into a set of 
irrelevant variables that can replace the original indicators, and 
select variables with more original information as the principal 
components of the analysis data. The greatest advantage of this 
method is to find the correlation between attributes and make 
the dimension decline with attributes set on the premise of 
minimizing the loss of information as much as possible. 
Specific implementation steps are described as follows. 
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Step 1. Normalizing data sets. 
Step 2. Obtaining the correlation coefficient matrix of all 

attributes. The correlation coefficients 𝑟𝑖𝑗  of the attributes in 
column i and column j are shown in Equation (1). 
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(1) 

Where  represents the element in the 𝑘-th row and the i-th 

column of the matrix, n is the row number, and  is the 
mean of the i-th column. 

Step 3. Calculating the eigenvalues of all attributes
)...,2,1( pii  and the corresponding eigenvectors 

),...,2,1)(,....,( 21 pie piiii   . 

B. Early Termination Judgment 

Early termination judgement can improve the generalization 
ability of network, and it is suitable for training functions. The 
original data can be divided into three sample sets. The training 
function carries out network modeling for three sample sets at 
the same time, in which the training sample set has the function 
of adjusting the weights and thresholds of the network and 
calculating the training error. When the validation error 
increases with the decrease of the training sample error, the 
network enters the over-training stage. When it reaches a 
certain level, it will terminate the training ahead of time and 
return the network object with the minimum validation error. 
The test error generated by the test sample set is for appraise the 
properties of the network. If the number of training steps 
returned when the test error and the verification error are 
minimum is very different, it shows that the partition of the 
sample set is unreasonable, and the reference value of the 
network training results is not significant. 

C. The Main Idea of the Improved BP Neural Network 

Algorithm 

The improved BP neural network algorithm can be divided 
into two processes. Firstly, PCA is used to reduce the dimension 
of the monitored attributes, further reduce the amount of 
redundant data, and improve the correlation between attributes. 
Secondly, through the early termination judgement, three 
sample sets are reasonably allocated, and the BP neural network 
training is carried out. 

The flow of the improved BP neural network algorithm is 
described as follows. 

Step1. PCA algorithm is used to normalize the original 
sample set, and the correlation coefficient matrix, eigenvalues 
and corresponding eigenvectors are calculated. 

Step2. The contribution rate and cumulative contribution rate 
of each component are calculated. Generally, the components 
with cumulative contribution rates of 80% - 90% are selected 
as the new sample data set. 

Step3. The new sample set is randomly divided into training 
sample set, validation sample set and test sample set according 
to the proportion of 80%, 40% and 20%. The data sets are 
selected in the above way, which can reduce the particularity 
and dependence of samples and enhance the training ability of 
the network. 

Step4. The number of nodes in input layer and output layer 
is predetermined, and the range of nodes in hide layer is 
calculated.  

Step 5. The training function is used to train the three sample 
sets with the method of early termination judgment. The errors 
caused by the sample sets are compared, and the optimal 
number of hide layer nodes and iteration times are found. 
Finally, the BP neural network model is determined. 

D. LM Algorithm for Sample Training of Roadway Support 

LM algorithm has fast operation speed and high accuracy, 
and is especially suitable for medium level neural networks. 
According to the above principles and advantages, LM 
algorithm can improve the BP neural network based on the 
prediction of coal roadway support scheme. 

When the coal property is soft coal, the following formula is 
used to pretreat the strength of roadway roof, two sides and 
floor.  

   (3) 

where W is width processing converted data, B is initial width 
of coal wall, B0 is width of coal rib after treatment, and is coal 
property coefficient, . 

B0 is calculated according to the following formula 

                          (4) 

where H is buried depth of roadway. 

When the coal property is medium hard, the following 
formula is used to pretreat the strength of roadway roof, two 
sides and floor. 

                   (5) 

where . 
B0 is calculated according to the following formula 

                            (6) 

When the coal is hard, the following formula is used to 
pretreat the strength of roadway roof, two sides and floor. 

                  (7) 

where . 

B0 is calculated according to the following formula 

                          (8) 
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This algorithm model can be operated only when the data 
columns are equal. Therefore, for the original data, in the case 
of its data processing transpose, can ensure the accuracy of the 
operation process. At the same time, due to the different 
dimension and magnitude of each index of the data, if the 
original sample data is used directly, the error will be too large 
due to the different size of the data, which will affect the 
training effect.   

V. DEFINITION OF LEARNING SAMPLES 

A. Definition of Learning Samples 

The learning samples of the network are from the pre mining 
roadways at - 316 m level and - 330 m level. The lithology of 
the roadways is determined according to the geological logging, 
and the uniaxial compressive strength is determined. The stress 
environment of the roadways is determined according to the 
mining conditions of the corresponding upper layer. The stress 
reduction area is when the upper mining is better, and the stress 
concentration area is when the mining is worse, According to 
the actual acceptance diagram of roadway, combined with the 
layered mining blasting diagram, the existence time of roadway 
can be determined, and the service life can be defined in the 
different range. The results show that the influence of 
underground water is serious when the roadway drips out of 
water. The occurrence of the main weak structural plane has 
different combination relationship with the roadway axis, 
which has different influence on the stability of the roadway. 
When the angle between the strike of the structural plane and 
the axial direction of the roadway is greater than 60 ° and the 

dip angle of the structural plane is greater than 75 °. 

B. Sample Statistical Analysis 

Among the input and output factors, except for the uniaxial 
compressive strength, all the other factors are qualitative 
factors. The results are shown as Table 1. 

Table 1. The lithology statistics of samples 

Lithology Number Lithology Number 
Diorite 5 Anhydrite 3 
Granite 5 Massive Lean 

Magnetite 
7 

Skarn 7 Massive 
Magnetite 

8 

Quartz Granite 5 Fault Fracture 
Zone 

7 

Marble 4 Fine Ore 2 
According to the statistical results in the table, the 

distribution of factors in the sample is not uniform, and some 
even differ greatly, especially in lithology. Therefore, in the 
prediction of network behavior verification, we must consider 
the selection of prediction samples, and can not randomly 
extract some samples for prediction. 

VI.   MODEL TRAINING AND JUDGMENT 
In order to obtain the feasibility for predicting the support 

form of underground roadway, and to provide theoretical basis 
for the support type of underground roadway in iron mine, 
Matlab is used for training and prediction analysis. From 50 
samples, 35 samples are selected as training samples, and 15 
samples are selected as prediction samples. 

A. Quantification of Input and Output Factors 

In order to reasonably determine a certain value in the 
learning samples, it is determined in the range of (0,1). For a 
certain factor of uniaxial compressive strength, the data are 
normalized by formula (10). 

              (10) 

 x ' is the normalized numerial number, xmax is the maximum 
numerial number of the corresponding factors, xmin is the 
minimum numerial number of the corresponding factor, x is the 
actual numerial number of the relevant factors. 

In order to ensure the expansibility of quantification, the 
maximum numerial number is 86.85 MPa, and the minimum 
numerial number is only 0.15 MPa in the sample table. In the 
process of normalization, xmax = 87 MPa, xmin = 0.1 MPa. 

For qualitative factors in Table 2, the treatment and 
quantification are shown in Table 3. Support type are Ⅰ8, Ⅱ7, 
Ⅲ13, Ⅳ7, Ⅴ7, Ⅵ3. 

 
Table 2. Statistics of other qualitative factors in the sample 
Factor name Factor subclasses and statistics 

Stress 
environment 

Concentration 
area 12 

Protolith 
area 20 

Reduction 
zone14 

Years of 
service 

One year 10 Two years 
16 

Three years 
20 

Service 
function 

Cutting Lane 
13 

Route 18 Combined 
Ways 22 

Groundwater 
impact 

Commonly 
20 

Nothing 
serious 15 

Serious 13 

Occurrence 
of structural 

plane 

Commonly 
19 

Nothing 
serious 20 

Serious 15 

 
Table 3. Normalization value of qualitative factors 

Factor name Factor subclasses and statistics 
Stress 

environment 
Concentration 

area 0.8 
Protolith 
area 0.4 

Reduction 
zone 0.2 

Years of 
service 

One year 0.2 Two years 
0.4 

Three years 
0.8 

Service 
function 

Cutting Lane 
0.2 

Route 0.4 Combined 
Ways 0.8 

Groundwater 
impact 

Commonly 
0.2 

Nothing 
serious 0.4 

Serious 0.8 

Occurrence 
of structural 

plane 

Commonly 
0.2 

Nothing 
serious 0.4 

Serious 0.8 

In order to have an obvious classification method for the 
prediction results, the following provisions are made here, as 
shown in Table 4. 

'
min

max min
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Table 4. Support type corresponding to predicted value 
Predictive value a Corresponding support type 

0<a<0.1 VI 
0.1<a<0.25 V 
0.25<a<0.4 IV 
0.4<a<0.6 III 
0.6<a<0.8 II 
0.8<a<1.0 I 

 
B. Network Learning Parameters 

The determination principle of network learning parameters 
is as follows. 
    Step1.  Network Nodes: Hidden layer nodes are selected 
according to experience, which is generally set as 75% of the 
number of input layer nodes. If there are 7 nodes of input layer 
and 1 node of output layer, then the hidden layer can be 
temporarily set as 5 nodes, which constitutes a 7-5-1 BP neural 
network model. In the system training, the actual hidden layer 
nodes 4, 5, 6 are compared, and finally determine the most 
reasonable network structure. 

Step2. Determination of initial weight: initial weight is a 
group of values that should not be completely equal. It has been 
proved that they will always remain equal in the learning 
process, even if there is a set of unequal weights which make 
the system error smaller. Therefore, a random generator 
program is designed as the initial weights of the network. 

Step3. Training rate: The larger the training rate is, the better. 
The traditional default value of learning rate is 0.1 or 0.01. The 
default value of 0.01 is usually suitable for standard multilayer 
neural networks. 

Step4. Dynamic parameters: the selection of dynamic 
coefficient is also empirical, generally 0.6 ~ 0.8. In the case of 
different image size proportion and different training parameter 
size proportion, 0 value is inserted into the predicted value 
according to the training parameter size proportion so as to 
achieve the original training parameter proportion. When the 
picture size is smaller than the training parameter size, the 
average value is added to be inserted in the row and column of 
the predicted value to reach the original training parameter size. 
When the size of the picture is larger than the size of the training 
parameter, the residual value of the original training parameter 
size is obtained,  and the predicted value is divided to the 
position of the last obtained value, so as to achieve the size of 
the original training parameter. According to this principle, the 
input parameters of the neural network are variable. 

Step5. Allowable error is generally 0.001 ~ 0.00001. When 
the error of two iterations is less than this value, the system ends 
the iterative calculation and gives the result. 

Step6. Iteration times is generally 1000 times. Because the 
neural network calculation can not guarantee the convergence 
of the iterative results under various parameter configurations, 
when the iterative results do not converge, the maximum 
number of iterations is allowed. 

Step7. Sigmoid parameter: this parameter adjusts the form 
of neuron excitation function, generally between 0.9 and 1.0. 

Table 5 shows the learning parameters in the process of 
network learning. 

Table 5. Network learning parameters 

Parameter name Parameter 
value 

Nodes in input layer 6 
Nodes in output layer  1 

Nodes in hidden layers 2 
Nodes in the first layer of hidden layer 6 

Nodes in the second layer of hidden layer 7 
Learning rate 0.1 

Learning impulse 0.2 
Learning expectation error 0.08 

C. Online Learning Training Results 

The network simulation of the sample set is carried out. 
Taking the validation sample set as an example, the results of 
network training are shown in Fig.3. The real line is the actual 
normalized validation sample, and the dotted line is the 
predicted value of the network. Fig.4 shows the result graph of 
BP network training on the original data set. 

 

 
Figure 3. Training results of improved BP algorithm 

 

 
Figure 4. Training results of traditional BP algorithm 
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The correlation errors between the two methods are shown in 
Table 6. The smaller the mean square error is, the more 
accurately the prediction model can describe the experimental 
data. 

Table 6. Computational errors of two methods 
Algorithms mean square 

error 
Mean absolute 

error 
Improved BP 1.0028 0.8229 

Traditional BP 1.2989 0.9615 
 

VII. FORECAST RESULTS AND ANALYSIS 
Using the learning results of the above 45 samples, the 

prediction analysis is carried out according to the pre selected 
prediction samples, and the results are shown in Table 7. 
 

Table 7. The prediction results are compared with the actual 
situation 

Sample 
number 

5 9 18 25 36 42 

Expected 
output 

0.930 0.870 0.480 0.660 0.390 0.710 

Support 
type 

VI I VI II V III 

Actual 
output 

0.941 0.861 0.462 0.630 0.364 0.232 

error -
0.011 

0.009 0.018 0.030 0.026 0.478 

Accuracy good good good good good poor 
 

It can be seen from Table 7 that among the six predicted 
samples, except for sample 50, the prediction results of the 
other five samples are accurate, with an accuracy rate of 
82.67%. This shows that the improved BP neural network is 
feasible to predict the support type of the mining gateway, 
which provides a theoretical basis for accurately predicting the 
support type of the mining gateway in iron mine. 

VIII. CONCLUSION 
After the key factors affecting the bolt support design of coal 

roadway, it is concluded that the input node is 7 index data, and 
the output node is 5 index data, including bolt length, bolt 
diameter, bolt spacing, bolt row spacing and support type. 
Through the learning of the network learning samples and the 
prediction results of the support types, it can be seen that the 
prediction results of the learning sample error convergence 
process, convergence speed, convergence accuracy and support 
types are ideal, and the prediction accuracy is high, It provides 
a new research idea for the study of the support type of 
underground mining roadway. 

REFERENCES   
[1] Frith R , Reed G , Jones A . A causation mechanism for coal bursts during 

roadway development based on the major horizontal stress in coal: Very 
specific structural geology causing a localised loss of effective coal 
confinement and Newton's second law - ScienceDirect. International 
Journal of Mining Science and Technology, 2020, 30, pp. 39-47. 

[2] RussellFrith, GuyReed, AaronJones. A causation mechanism for coal 
bursts during roadway development based on the major horizontal stress 

in coal:Very specific structural geology causing a localised loss of 
effective coal confinement and Newton's second law. Journal of Mining 
Science and Technology, 2020, 22, pp. 39-47. 

[3] Xu S , Min F . Research on Movable Bolt Pre-tightening Equipment for 
Underground Roadway in Coal Mine. Journal of Physics, 2020, 1673, pp. 
012069 (5pp). 

[4] Winsor K , Swanger K M , Babcock E L , et al. Origin, structure and 
geochemistry of a rock glacier near Don Juan Pond, Wright Valley, 
Antarctica. Antarctic Science, 2020, 32, pp. 273-287. 

[5] Mackinnon M R , Warren R N , Brake S , et al. Sodium Sulfide on Coal 
Fly Ash (Na2S/CFA) as a Reagent for the Synthesis of 
Dithia[3.3]cyclophanes. Canadian Journal of Chemistry, 2020, 98, 
pp.847-860.  

[6] Llac D , Gc B , Rz A , et al. High-porosity whisker-mullite/corundum 
membrane support prepared from recycled industrial waste coal cinder. 
Ceramics International, 2020, 46, pp. 4086-4094. 

[7] Jai O , Hajjaji O E , Bardouni T E , et al. Deterministic Analysis of the 
Low Enriched Uranium SLOWPOKE-2 Research Reactor Using 
DRAGON-5 and DONJON-5 Codes System. Moscow University Physics 
Bulletin, 2019, 74, pp. 710-716. 

[8] Li Q , Wu J , Chen Y , et al. A New Response Approximation Model of 
the Quadrant Detector Using the Optimized BP Neural Network. IEEE 
Sensors Journal, 2020, 20, pp. 4345-4352. 

[9] Zhao J , Tian H , Li D A . Channel Prediction Based on BP Neural 
Network for Backscatter Communication Networks. Sensors, 2020, 20, 
pp. 300-312. 

[10] Zhang X L , Xue Y G , Qiu D H , et al. Multi-Index Classification Model 
for Loess Deposits Based on Rough Set and BP Neural Network. Polish 
Journal of Environmental Studies, 2019, 28, pp. 953-963. 

[11] Liu Y , Fang J J , Shi G . Calibration of magnetic compass using an 
improved extreme learning machine based on reverse tuning. Sensor 
Review, 2019, 39, pp. 121-128. 

[12] Ji-Hui, Xue-Feng, Zhang-Zhi, et al. Microstructure quantification of Cu–
4.7Sn alloys prepared by two-phase zone continuous casting and a BP 
artificial neural network model for microstructure prediction. Rare Metals, 
2019, 38, pp. 1124-1130. 

[13] Zhao Y , Dong S , Jiang F , et al. Mooring tension prediction based on BP 
neural network for semi-submersible platform. Ocean Engineering, 2021, 
223, pp. 108714. 

[14] Chang Y , Yue J , Guo R , et al. Penetration quality prediction of 
asymmetrical fillet root welding based on optimized BP neural network. 
Journal of Manufacturing Processes, 2020, 50, pp. 247-254. 

[15] S. A. Al-Mawsawi, A. Haider, Q. Alfaris, Neural Network Model 
Predictive Control (NNMPC) Design for UPFC, WSEAS Transactions on 
Computers, Volume 19, 2020, Art. #25, pp. 201-207. 

[16] Du M , Luo J , Wang S , et al. Genetic algorithm combined with BP neural 
network in hospital drug inventory management system. Neural 
Computing and Applications, 2020, 32, pp.9–12.  

[17] Lin W , Xb A . Risk assessment of knowledge fusion in an innovation 
ecosystem based on a GA-BP neural network. Cognitive Systems 
Research, 2021, 66, pp.973-999. 

[18] Qasem Abu Al-Haija, Noor A. Jebril, A Systemic Study of Pattern 
Recognition System using Feedback Neural Networks, WSEAS 
Transactions on Computers,  Volume 19, 2020, Art. #16, pp. 115-121.  

[19] Khan I , Raja M , Shoaib M , et al. Design of neural network with 
Levenberg-Marquardt and Bayesian Regularization backpropagation for 
solving pantograph delay differential equations. IEEE Access, 2020, 8, 
pp.137918-137933. 

[20] Priyanga P S , K Krithivasan, Pravinraj S , et al. Detection of Cyberattacks 
in Industrial Control Systems Using Enhanced Principal Component 
Analysis and Hypergraph-Based Convolution Neural Network (EPCA-
HG-CNN). IEEE Transactions on Industry Applications, 2020, 56, pp. 
4394-4404.  

 
 

 

 
 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING 
DOI: 10.46300/9106.2021.15.43 Volume 15, 2021

E-ISSN: 1998-4464 399

Creative Commons Attribution License 4.0  
(Attribution 4.0 International, CC BY 4.0)  

This article is published under the terms of the Creative  
Commons Attribution License 4.0  
https://creativecommons.org/licenses/by/4.0/deed.en_US 




