
 

 

 
Abstract—In the paper, we proposed a new iterative 

algorithm and use a entirely new iterative factor. Firstly, we 

adopt the Exp function in the iterative factor, because we 

want each iterative result preserves the nonnegative 

constraint; Secondly, we make the iterative factor in a 

reciprocal form ,this way can produce two advantages, one 

is we can get a more stable and continuous results after each 

iteration; the other is we can achieve this algorithm in 

hardware more convenient. Thirdly, we add a low-pass 

filter and the edge of the scale in the iterative factor, this 

way we can get a better result, the image SNR is higher and 

the MSE is lower. Meanwhile for the image sequence, we 

adopt the two-step iterative algorithm. The result shows the 

algorithm own the faster convergence speed and the better 

convergence result. Different from the other algorithm for 

blind restoration, although we should select the parameter 

in the starting of the algorithm, the algorithm doesn’t 

sensitive for the parameter. So the algorithm possesses very 

strong adaptability for the blind image deblurring. So a 

novel algorithm based on an iterative and nonnegative 

algorithm was proposed to perform blind deconvolution. 
 
Keywords—iterative algorithm, blind image deblurring, 

image process, image sequence.  

I. INTRODUCTION 

Since image degradation is caused by convolution [1-2], the 
purpose of image deblurring is to eliminate convolution factor 
[3]. Due to the ill posed problems of deconvolution and noise 
in the observed image, it is necessary to improve the resolution 
of the image, which makes a trade-off between resolution and 
noise suppression necessary.  

At present, image restoration algorithms in spatial domain 
are still in-depth research [4]. Among these methods, 
regularization method is the most representative. 
Regularization method is proposed for the ill-posed problem of 
the deconvolution [5-6]. To solve the problem, the constraints 
are made on the result with a priori knowledge of the original 
image, and are used to lead the result continuously depending 
on the observed data. The method based on the above idea can 
be called regularization method [7]. The image restoration 
algorithm of frequency domain is another kind of method. 
 

 

According to the flat region and edge region of the image, the 
different frequency characteristics of the image are mapped, 
and the observed image is transformed into the frequency 
domain through the transmission model. After data processing 
in frequency domain, the results are converted to spatial 
domain. Among the frequency domain method, the classic 
method is the Wiener Filter [8-9]. Wiener filtering and 
Incremental Wiener filtering have been widely used in the 
image restoration algorithm. In recent year, the method of 
intelligent computation is also applied to the image restoration 
[10]. The problem of image restoration can be seen as a 
combinatorial optimization problem. There are a variety of 
intelligent computing methods which can be used to solve 
combinatorial optimization problems. Refs [11] have 

summarized computational intelligence methods in image 
processing. Hopfield Neural Network [12-13] is a new method 
to solve the image restoration problem of the objective function 
minimization. Recently, the research on the stochastic process 
become a hotspot [14], and the Gaussian random field theory 
and Markov field theory are widely used to image restoration 
[15], which provides a Bayesian theory for the image 
restoration framework. The probability distribution of the 
image model provides maximum likelihood and maximum 
posterior standard to estimate clear image. Usually, image 
restoration problem is transformed into Bayesian estimation 
problem by probability model. The Richardson-Lucy algorithm 
[16], Maximum Likelihood Estimation algorithm [17], and 
multiplicative iterative approach [18] are all based on the 
probabilistic model. Usually, the algorithms of restoration for 
multiply image frames based on the fact that the target image of 
the image sequence will not change greatly in short-time. By 
applying the neighbouring blurred frames in the sequence of 
short-exposure, Yamaguchi M et al obtained a better quality 
image of the target image estimation[19]. In fact, a continuous 
multi-frame degraded image provides more complementary 
information to restrain the result of restored image and reduce 
the possibility of meanless solution. Compared to the 
restoration of a single image, the restoration of multi-frame 
image has great advantages on the effectiveness and stability 
[20]. However, during the recovery computation, multi-frame 
algorithms require the data of multi-frame images, which lead 
to huge computation and storage. 

In this paper, the proposed method can reduce the 
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computation and improve the efficiency of the restoration 
comparing with the restoration of the single-frame. Compared 
to the existing image restoration algorithms, the method in this 
paper mainly has the following advantages. The algorithm is 
positive stable after each iteration and does not need any 
additional constraints. The algorithm has low computational 
complexity and is easy to be implemented by hardware. 
Because the boundary filter and Gaussian filter are added to the 
iterative factor, better edge preservation and noise suppression 
effect can be obtained, and the image with high signal-to-noise 
ratio can be obtained. 

II. ITERATIVE ALGORITHM 
   A new method is proposed to solve the problem of multi 
frame image restoration. The algorithm can solve the problem 
of the effective convergence stability, meanwhile its parameter 
selection is simple, and due to the non-iterative restoration 
algorithm, it has an advantage of negative constraints compared 
to other image restoration algorithms based on probability 
model.  
   Bregman iterative algorithm is an iterative regularization 
method, which is used to study the total variation image 
denoising. At the same time, it is applied to the compressed 
sensing reconstruction problem, and good results are obtained. 
Then, the method is applied to image denoising based on 
wavelet, nonlinear inverse scale space and medical MRI image. 
Recently, Bregman iterative algorithm has become one of the 
most effective methods for solving norm optimization problems 
and related optimization problems. 

For the Gaussian noise, 
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 is a covariance for the noise, y(x) is the degraded image, o(x) 
is the initial image, h(x) is the PSF function.  

We take the logarithm for the formula(1) and then multiply 
2 at both sides of the formula.   
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independent on o(x) and h(x).  

The formula (3) can be obtained when is a factor 
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When formula (3) is processed, formula (4) can be obtained  
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In the following modification, we need the iteration towards 
the effective convergence results. For the formula (4), we don’t 
need the sufficient prior knowledge, choosing initial o(x) and 
h(x) for whole one mask, we can also get a convergence results. 
Meanwhile we should adjust the above formula (4) in order to 
maintain the edge details of the original image in each iteration, 
we add the factor vectors. In order to filter out noise in the end 
of each iteration, we add a Gaussian low-pass filter, then we 
obtain the final iterative equation.  
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Where  is the edge coefficient, and values generally between 
0.25-0.5. When the image has rich edge details, the larger value 
is selected, otherwise the smaller value is selected. Edgevector 
is the sobel filter which is constant to the scale. In order to 
facilitate the calculation, the signals are stored directly in the 
form of frequency domain. lowpass is the Gaussian filter to 
filter high frequency noise components. In the experiment, the 
edgevector of 3*3 Sober gradient operator and the lowpass of 
Gaussian low-pass filter are obtained.  is the convergence 
coefficient, when it takes a large value, the convergence speed 
will be very fast, but if the value is too large, it may not 
converge. 

The algorithm process is described as follows. 
STEP1. Choose appropriate parameter  and . 
STEP2. Choose the previous N (generally N between2-5) 

frames of the image sequence and the initial guesses of o (x)k  

and h (x)k . In order to maintain the real-time,  initial o(x) and 
h(x) are chosen for whole one mask, and then  their volumes are 
normalized to unit one.   

STEP3. Obtain 1o (x)k and 1h (x)k by formula (5) and (6). 
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STEP4. If the specified iteration number J is completed, stop 
the iteration, then compute the result of the original frame. 
Otherwise, return to STEP 3. 

STEP5. Use the previous estimate result to provide the 
initial guesses of o (x)k  and h (x)k  for current frame. 

STEP6. Obtain 1o (x)k and 1h (x)k by formula (5) and (6). 
STEP7. If the specified iteration number K is completed, stop 

the iteration, then compute the result of the prevent frame. 
Otherwise, return to STEP 6. 
 

   
Fig.1. Flowchart of the proposed iterative algorithm 

III. RESULTS   
Fig.5 (a), (c), (e) are the frames of the video sequence, which 

are sheared to 256*256 pixels. Fig.5 (a) is the first frame of the 
sequence, and the previous five frames were selected as the 
original frame sequence in the experiment. 

  Let 0.25   , 3
1 =  2*10 , 4

2 4*10  , and the formula 
(5) and (6) was used to iterate 100 times, then we obtain the 
result. Fig.2 (b) is the restoration of the Fig.2 (a), this work in 
the first step of the two-step iterative algorithm. The deblurred 
image enhanced little compared to the blurred image, the fewer 
iterative times and worse initial estimate cause the result. Fig.2 
(c) is the 12 frame of the sequence, the image work in the 
second step of the two-step iterative algorithm. We only use 20 

iterations to compute the result. Fig.2 (d) is degraded from the 
Fig.2 (c), we may find that compared to the Fig.2 (c), the clarity 
of Fig.2 (d) obviously be promoted. Fig.2 (e) is the 35 frame of 
the sequence, and Fig.2 (f) is the restoration of the Fig.2 (e). 
The recovery is fine and effective, before recovery, we can’t see 
clearly the number 126 in the plane in the Fig.2 (e). However, 
after the recovery, the font and the sign in the plane are clearly 
visible. Although the effect of the previous frames is not very 
good, the estimate of the target image is more accurate with the 
recovery of depth. 

 
(a)                                                (b) 

 
(c)                                               (d) 

 
(e)                                               (f) 

Fig.2. The image (a),(c),(e) are taken from the 1,12,35 frame 
of the video separately, the image (b),(d),(f) is deblured from 

the image(a),(c),(e). 

In the algorithm, the computation time is mostly concentrated 
on the FFT operation, there are at least six FFT operations at 
each iteration, and the computation in each iteration are all the 
same. Above this we can consider the complexity of the 
algorithm is O(nlogn). For the image of 256*256, we can get 
the computation time of the each iteration, about 0.04 second. 
The time of deblurring is proportionate to the iterative times. 
The most advantage of the two-step algorithm is that it can take 
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little iterative times to obtain better image. The Fig.3 can 
explain this point. Fig.3 is the curve of iteration, the horizontal 
axis represents the iterative times, and the Y-axis represents the 
residual. The black line represents the direct iterative algorithm, 
and the green line represents the proposed iterative algorithm. 
The black line with red sign is the restoration of the first frame 
by the iterative algorithm. 

 From the picture, the curve of first frame convergent slowly, 
after 50 times of iteration, the curve still don’t convergence. 
Even more, the residual is very large. This is the reason that the 
effect of the first frame promoted not much, so in the first step 
of the algorithm, we need adopt more iterations. Compared to 
the black line, the green line not only has smaller residual, but 
also convergent quickly, only 20 times of iteration, it is 
converged to a less residual. From the results show that the 
proposed algorithm can convergence quickly and get a better 
result.  

Fig.4 shows the normalized gray value. By selecting four 
independent pixels in the image, we can find that every curve 
approaches a constant after a certain iteration. Four pixels in 
different position were selected, each picture is the gray value 
after the normalized in every iteration. The horizontal direction 
means the iterative times, the vertical direction means the gray 
value. 

 
Fig.4. The gray value after the normalized in every iteration 

Though ultimate value is different from every pixel, we can 
see these iterative values consist with the optimal estimation of 
the deblurred image. From this point, we can find another 
advantage of the algorithm. 

Fig.5 is the contrast between the algorithm in the article and 
the other universal algorithm, Fig5.a is the blurred image. 
Fig5.b is the image deblurred by the method in this essay. Fig5.c 
is the image deblurred by the MIA algorithm. Fig5.d is the 
image deblurred by Wiener-IBD. 

 
(a)                                                 (b) 

 
(c)                                              (d) 

Fig.5. The contrast algorithms 

Fig6 is the contrast between the algorithm in the article and 
the other based on MAP estimate and iterative algorithm. 
According to the source image [19], we give the evaluate value 
about SSD and err ratio. The result shows, for the single image, 
our iterative method also have fine performance. 

 
(a) the input degraded image       (b)SSD=39.3 err ratio=1.06 

 
(c) SSD=53.6,err ratio=1.44       (d)SSD=40.7, err ratio=1.27 

IV. CONCLUSION  
  Towards the short-exposure or high rate of frame image, 

there is a feature that the target image is invariant in a short-
term. Bring in this prior to the image deblurring, we adopt the 
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result of the previous frame as the starting estimate in current 
frame. In this way, we can shorten the iterative path and get 
convergence quickly. The result shows the algorithm own the 
faster convergence speed and the better convergence result. 
Different from the other algorithm for blind restoration, 
although we should select the parameter in the starting of the 
algorithm, the algorithm doesn’t sensitive for the parameter. So 
the algorithm possesses very strong adaptability for the blind 
image deblurring. Furthermore, benefited from the interframe 
information, the neighbouring frame can be seen as degenerated 
from the same object image and different point spread function 
(PSF), so utilizing the result of the last frame to the initial 
estimate of the current frame can reduce iterative times and 
enhance the efficiency of the algorithm. 

As for the choice of distribution fitting model, it is not 
enough to improve the speed of image deconvolution only by 
using fast Fourier transform. For the convenience of research 
and implementation, Gaussian distribution can be used to fit the 
natural image gradient distribution, but the super Laplacian 
distribution model is the most complex, but the effect of fitting 
with the natural image gradient distribution is the best, so the 
super Laplacian distribution model can be used to fit the natural 
image gradient distribution in the future research direction. 
Furthermore, we can propose more complex distribution 
models, such as Gaussian distribution and super Laplacian 
distribution to fit natural images. With the increase of 
computation, we can choose the algorithm with faster iteration 
speed to achieve. 
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Fig.3. The curve of convergence by iterations 
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