
 
Abstract—There are a large number of sensor nodes in wireless 

sensor network, whose main function is to process data 

scientifically, so that it can better sense and cooperate. In the 

network coverage, it can comprehensively collect the main 

information of the monitoring object, and send the monitoring 

data through short-range wireless communication to the gateway. 

Although there are many applications in WSNs, a multi-Target 

tracking and detection algorithm and the optimization problem 

of the wireless sensor networks are discussed in this paper. It can 

be obviously seen from the simulation results that this node 

cooperative program using particle CBMeMBer filtering 

algorithm can perfectly handle multi-target tracking, even if the 

sensor model is seriously nonlinear. Simulation results show that 

the tracking - forecasting data association scheme applying GM-

CBMeMBer, which is proposed in this paper, runs well in 

identifying multiple target state, and can improve the estimation 

accuracy of multiple target state.          
Keywords—wireless sensor networks; nodes in sleep mode; 

detection probability; target signal                 

I. INTRODUCTION 
n recent years, moving multi-target tracking (MMTT) 
implementing by WCSN has gained   more and more 
attention[1-2]. The difficulty of MMTT lies in mastering the 

unknown and varying target numbers, and their status in clutter 
environment [3-5]. The probability hypothesis density (PHD) 
filter based on finite set statistics (FISST) [6] is obtained from 
the recursion of first order matrix [7] propagation. The 
degradation of PHD filter performance can be solved by high-
end target number. This CPHD filter is a solution [8], but it is 
inconvenient to use because of its high computational 
complexity. Base balanced multiple target multi-Bernoulli 
(CBMeMBer) filtering algorithm [9] provides a solution of 
easy handling, through spreading the multi-Bernoulli RFS 
parameters similar to multi-objective RFS, while ensuring the 
unbiased intensity function. Both particle filter and Gaussian 
compound filter are implementation schemes[10]. 
PCBMeMBer filtering algorithm is applied to realize the node 
cooperative scheme proposed, and GM-CBMeMBer filtering 
algorithm is used in the target recognition process. 

The significant characteristics of wireless sensor networks 
determine that congestion often occurs [11-12]. Because the 
data transmission distance between sensor node and sink node 
is far, it is judged that the main way of data transmission in 

 

wireless sensor network is multi hop and multi to one 
communication mode. Wireless channel realizes resource 
sharing with the help of sensor nodes. When packets receive 
sensing events, they will quickly aggregate in a short time to 
further seize the limited broadband resources. Fierce conflicts 
will occur in the packets and pile up to the buffer area one after 
another, which will increase the possibility of network 
congestion [13]. Especially, the closer the distance from the 
base station is, the more likely congestion will occur. The 
decisive factor of global channel quality is the packet loss of 
congestion nodes in the buffer, which also leads to the delay 
problem, resulting in the lack of scientific application of 
resources [14-15]. Therefore, fair control algorithm can be 
used to effectively solve the congestion problem of wireless 
sensor networks. 

To measure the computational complexity and target 
position estimation accuracy, node cooperative program is 
proposed. In 2007, Mahler proposed objective function - 
posteriori expected number of targets (PENT) for the multiple 
target nodes management based on CPHD filter [16]. 
Maximized PENT can maximize the number detected by 
target, and can estimate the accuracy of the target state to a 
lesser extent [17-18]. In the system of this paper, CBMeMBer 
filtering algorithm is applied, and PENT function is applied in 
CH election. At each time step, as nodes of several clusters are 
activated, this paper also puts forward the corresponding data 
fusion method, and synchronous updating method and 
sequential updating method are respectively applied for 
WCSN of each level.     

II. SYSTEM FUNDAMENTAL  

A. Node Rate 

When the nodes that meet the requirements can not be 
obtained, it can effectively reduce the data transmission 
probability of upstream nodes according to the scientific 
proportion, and ensure the close relationship between all nodes 
and sink nodes on the basis of each node sending the same 
packet weight. For example, nodes 1, 2, 3 and 4 are all source 
nodes. The data packets are transmitted to nodes 1, 2 and 3 one 
by one, and three data packets are transmitted to node 4 at the 
same time. When the congestion problem occurs in node 7, it 
is necessary to slow down the speed of information 
transmission in time, so as to effectively solve the congestion 
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problem [19]. Only in this way can each node have a fair 
chance to transmit data to sink. We can use the idea of fairness 
control for reference, and effectively combine the weight ratio 
of data flow in the process of channel allocation to solve the 
above problems. 

At the same time, different data flows will pass through the 
same node, and several data flows may pass through a link i, j 
at the same time. Through the link i, j, the sum of the rates of 
all the data streams can be expressed by Ri, j, and the overall 
rate of all the data streams through i point is expressed by Rj. 

d(s) represents the data flow rate formed by a node. 
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W (i) represents the weight of data flow formed by node i. Let 
Fi pass through the sum of all data stream weights of node i, 
and the calculation formula is as follows. 
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Where, d (s) is the propagation rate, that is, the delay and 
packet loss in the process of node forwarding. Formula (3) 
represents the weight of all data flows through node i, that is, 
the sum of node data flow weight generated by point i and its 
own data weight. The upstream and downstream nodes of i can 
be represented by Ui and Di. The weights of upstream and 
downstream nodes generated at i point can be expressed as k∈

Ui , j∈Di, Fkj and Fij. 
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Set the initial values of Fi, Fkj and Fij to 0. In the process of 
calculating Fi, Formula (1) is applied specifically. In 
calculating the value of Fij, Formula (5) and i can be used to 
send Fij to node j, so as to better carry out the next calculation. 
Similarly, i can receive Fkj upstream node k. After repeated 
calculation, a numerical value is formed between Fi and Fkj, 
and the stability is high. Once the i node is congested, the 
channel is allocated to k, i according to Formula (6). 
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If point i is the source node, then Formula (7) is used to allocate 
the channel reasonably for the local node. 
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B. Target Signal 

For the convenience of description, the definition of network 
model is proposed. The upstream nodes can be represented by 
Ui. Information entropy means that each node x sends a packet 
with an average amount of information. The calculation 
formula is as follows. 
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Among them, the amount of information refers to the size of 
all data packets obtained by detecting sensor nodes to remove 
redundant information. The amount of information in a data 
packet can be expressed by ai, and the value of q possibilities 
generated by ai can be expressed by q, and the basic probability 
corresponding to ai value is p (ai). r is the unit of information 
entropy H (x). 

If the sensing data is redundant in WSN, the joint 
information entropy can be used to represent the joint 
information between nodes. Joint information entropy refers to 
the association between the amount of information in multiple 
data sources, 
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In real environment, some of the assumptions may not be 
always true, and the interference may affect measuring 
accuracy. There are two forms of expression about target 
signal ( )iE t , and the expression is shown in Formula(10) and 
Formula (11). 
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( )sE t is subordinate to the Gauss random distribution 
2( ) ( , )s sE t N ES ～ , and 2

s  is variance. As 2( / )i sv t n f is two 
order Chi-Square random variables. 

III.  MULTI-TARGET DETECTION  
A. Nodes in Sleep Mode 

dcT is defined as the sum of the wake-up time( onT ), and the 
sleep time( offT ). DC is the ratio of onT  and dcT . The onT  
and offT  can be obtained by Equation (12) and Equation (13), 

dc on offT T T                           (12) 
on

dc

T
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T
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B. Persistent Object Detection Performance 

If a node is at point A , its area for perception can be 
expressed 2

sR . The probability P can be expressed by 
Equation (14). 
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As existT of persistent object is longer than dcT , the object can 
be firmly detected if it is in the sR of a node.  
According to Equation (14),  Equation (15) can be obtained. 
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It can be seen that DP is determined by perceived distance and 
As the perceived distance increases, DP can expand. DP 

change with different d can be obtained by setting dcT =5s. 
When sR is 4 meters and   d is 0.02, DP  is about 50%. But 
when sR is 4 meters and d is 0.12, DP  is nearly 100%, as 
shown in Fig. 1. 

 

Fig. 1 Relationship of detection probability and d  
 

Setting dcT =5s and observe DP  change with different sR . 
The simulation results are similar to Fig.1. DP  increases with 

sR . When sR increases, nodes can monitor a larger area, as 
shown in Fig. 2.  

 

 
Fig. 2 Relationship of detection probability and sR  

 
As is known to all, the time delay TD is much less than dcT . 

If an object happens, the average detection delay can be 

denoted as Equation (16). 
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k
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When setting sR =5m, TD  decreases with d . A lower d
means less nodes to monitor the surveillance area, as shown in 
Fig. 3. 

 

 
Fig. 3  Relationship of detection delay and d  

 
As shown in Fig. 4, if sR =5m, TD  will change with dcT , 

and this change is reflected in growth.  
 

 
Fig. 4.   Relationship of detection delay and dcT  

C. Ephemeral Object Detection Performance 

The maintenance existT should intersect the active time of 
node, and the temporal relationship is shown from Fig. 5. 
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Fig. 5 The temporal relationship 

 
The probability that /exist dcT T k≤  is  
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In this situation, the detection probability of ephemeral 
object can be denote as,  

  /
1 0

( ) 1 1
!

dc exist

k
T T k exist

k
dc

kTe
DPE k P

k T

 




      (18) 

On the contrary, when /exist dcT T k＞ , the detection 
probability is, 
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So, the total detection probability is, 

1 2( ) ( )DPE DPE k DPE k                    (20) 

IV. SIMULATION 
This paper applies a two-level WCSN and randomly 

deployed nodes to deal with tracking pad and energy tracking 
in a cluttered environment. Initial target state is set as

0 [250,250,0,0]TX  and 1 [ 250, 250,0,0]TX    .  
When probability , 0.98S kp  , existing target can survive. 

For simplicity, in this case, there is no value increase in this 
example. New spontaneous value increase of objectives 
depends on the Poisson point process when the intensity 
function is 

 (1) (2)0.1 ( ; , ) 0.1 ( ; , )k N m P N m P            (21) 

in which, 
(1) [150,150,0,0]Tm  , (2) [ 150, 150,0,0]Tm    ,

(100,100,25,25)P diag  . 
The sensor model is applied to simulate, and the parameter 

value is assigned as follows. 

  , T

k kF x y L                     (22) 

0 291.34S nJ , 61.45b nJ , measurement noise  

~ ( ,0, )kN R , 2 2( , )kR diag    , 0.0001  ,

2nJ  , 50r  , / 4  . 
The detection probability of nodes located within the 

sensing range of video node can be modeled as follows. 

, ,max 0.03 / 400D k Dp p F           (23) 

In the formula, ,maxDp is the best detection probability that can 
be achieved. Clutter is uniformly distributed in the monitoring 
area -[ / 2, / 2] [61.45,291.34]rad nJ   , each camera   is 
distributed with r points, that is, clutter RFS density is

/ (291.34 )k r  . Then, depending on different clutter 
strength and the best detection probability, the simulation 
results can be drawn. 

In addition, the performance of the system proposed for 
evaluation needs to obtain a measure of average performance. 
As it is obtained from [20], the total variation distance can be 

the miss distance of multiple targets. The total variation 

distance of any non-empty subset ( , )X X


 is defined as 
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Among them, the minimum value is received by transfer 
matrix C. The application of average Wasserstein miss 
distance is used as performance criteria. 

Fig. 6 shows the relationship of network life and dcT . 

 
Fig. 6  Network life and dcT  

Fig. 7 shows the relationship of d and dcT .  
 

 
Fig. 7  Relationship of d and dcT  

 
Figure 8 shows the relationship of work time and standard 

deviation of residual energy.  
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Fig.8   Relationship of work time and standard deviation of 
residual energy 

Figure 9 shows  network life of EAS, CAS and MTDC. 
 

 
Fig. 9   Network life of EAS, CAS and MTDC 

It can be obviously seen from the simulation results that 
this node cooperative program using particle CBMeMBer 
filtering algorithm can perfectly handle multi-target tracking, 
even if the sensor model is seriously nonlinear. Simulation 
results show that the tracking - forecasting data association 
scheme applying GM-CBMeMBer, which is proposed in this 
paper, runs well in identifying multiple target state, and can 
improve the estimation accuracy of multiple target state. 

V. CONCLUSION  
This paper presents a two-level WCSN to deal with MMTT 

problem, in which the number of tracked targets is unknown 
and time-variant.This paper proposes the election scheme of 
cluster head and cluster members and the data fusion method 
using particle CBMeMBer filtering algorithm.This paper 
proposes a tracking – forecasting association scheme to 
determine multiple target state estimation and associated target 
index. By using PCBMeMBer filtering algorithm, multiple 
target state RFS is obtained at each time step.In order to obtain 
the trajectory of a single target, this paper uses tracking – 
forecasting association scheme to integrate target information. 

In addition, the scheme proposed in this paper is more 
efficient in computational complexity and estimation 
accuracy, and this scheme is obtained through GM-
CBMeMBer filtering algorithm. The simulation results show 
that when the target's movement and the measurement process 
are severely nonlinear, the proposed architecture can still 
work. Therefore, the association method proposed in this paper 
is computationally efficient, and very appropriate for the 
condition that  the prediction accuracy of target state is not very 
high. 
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