
 

 

 
Abstract—The oil and gas industry is the eighth largest 

in the world. Its market size is expected to grow from USD 

4.6 trillion in 2020 to USD 5.9 trillion in 2021, and in 2025 

it will reach USD 7.4 trillion. The oil and gas industry is 

the backbone of today’s economy, and it is difficult to 

imagine that the share of the industry’s influence in world 

economy could decrease soon. Oil and gas production and 

supply chains pose significant environmental risks. 

Various methods are used to assess the risks of the 

industry's impact on the environment. In most cases, they 

are labor-intensive and non-interactive, which reduces the 

effectiveness of scenario testing. The article dealt with a 

new approach for analyzing different hazard risk 

scenarios based on Bayesian acyclic networks, looking at 

the supply chain as a socio-technical system, the 

sustainability of which is determined by the systemic 

impact on three pillars - business, society and 

environment. This article focuses on the environmental 

component. The article aims at introduction the audience, 

i.e., investors, business leaders and territorial development 

policy planners, the use of the method for assessing the 

systemic environmental risks of supply chains in the oil 

and gas industry. 

 

Keywords—Bayesian networks, socio-technical systems, 

systems applications, oil and gas industry, environmental 

risks assessment, scenarios modeling. 

I. INTRODUCTION 
CCORDING to British Petroleum [1] review, by the end 
of 2019, the estimated oil reserve in the world was over 

244.6 billion tones with Middle East contributing nearly 50% 
of the total share.  Venezuela had the largest oil reserve in the 
world with 17.5% and Saudi Arabia was second with 17.2%. 

 
 

Among the total share, OPEC and OECD controlled 171.8% 
and 38.3% respectively, but European Union controlled just 
0.7% of total oil reserve of the world. Oil production has 
increased up to 25% in the last 20 years, but the global oil 
reserve has also become 60% larger [2]. 

By British Petroleum assessment [1] of 2018, USA has 
produced over 15 million barrels per day. Saudi Arabia and 
Russia closely followed with over 12 million and 11 million 
barrels per day respectively. 

The USA also is the largest consumer of oil with 19.4 
million barrels per day followed by China with over 14 
million barrels per day [3]. According to EIA [4] 2019 data, 
68% of total consumption in the USA was used for 
transportation, 26% for industrial purposes, 3% for residential 
purposes, 2% for commercial purposes and less than 1% for 
electricity generation. 

Oil and gas industry are one of the largest industries in the 
world [5], [6],but their attempt towards achieving the 
sustainability towards the environment requires improvement. 
For several decades’ oil and gas industry had significant 
impact on the environment due to exploration and exploitation 
[7]. Environmental risks could emerge along all supply chain 
from extraction and refinery till distribution and delivery to 
customer, and affect florae and faunae, health of human 
beings, ground and atmosphere, and climate. 

The result and impact of the supply chain as a joint 
operation of a socio-technical system is determined by the 
interaction of its logical and physical structure. The logical 
structure includes rules, guidelines, laws, methodologies, etc. 
that distinguishes a particular supply chain from any other 
similar supply chain in the oil and gas industry. A physical 
structure is an environment that provides the implementation 
of a logical structure, such as oil extraction / refining 
equipment, transportation, computer equipment, etc. The 
impact on the environment is the overall result of the system 
functioning, so the authors will use a holistic approach rather 
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than reductionism, that is, a separate analysis of each 
component of the overall system will not be performed. In 
complex systems with a large number of stochastic factors and 
their significant impact, the correct functioning of individual 
system elements does not guarantee the correct operation of 
the overall system. The above considerations are typical for 
socio-technical systems, where the impact of the human factor 
is difficult to assess and can upset the stability of the system. 

Various environmental risks assessment methods are used 
in the oil and gas industry, such as Risk Screening Process [8], 
Risk Evaluation Matrix design [9], Hazard Environment and 
Safety (HES) Risk Management Process [10], Hazard and 
Operability Study (HAZOP) [11] and others. The main 
disadvantages of the methods are their static nature and labor 
intensity of processing the results, as well as they are not 
interactive. In some cases, the assistance of professionals is 
needed to translate the forecasted result. The methods are not 
easy to use for operational risk management if you must 
answer the question, what will happen if? 

The aim of the article is to introduce the audience with 
potential hazards in the oil and gas industry supply chains and 
with an interactive and efficient environmental impact risk 
assessment method based on Bayesian acyclic networks. 

The risk assessment method provides fast and interactive 
risk assessment of various development scenarios, improving 
decision-making both during policy planning and prevention 
of real threats and their consequences. 

The results of the study will be useful for both regional 
policy planners and risk managers in oil and gas companies. 

II. SUPPLY CHAIN IN OIL AND GAS INDUSTRY 
A typical supply chain covers the way form raw material 

production (preparation, extraction, refining) to transportation, 
storage (warehouses) and distribution. The efficiency of the 
supply chain is determined by the successful cooperation of 
the technical and social component while maintaining a 
neutral impact on the environment, because of which the chain 
can be considered a classic example of a socio-technical 
system [12]. 

Supply chain in oil and gas industry mainly comprises of 
three segments - upstream, midstream and downstream [13]. 
Site exploration, testing, drilling, extractions etc. operations 
are part of upstream segment. Transportation, refinery and 
storage of oil and gas products are the main features in the 
midstream segment. Downstream segment consists of turning 
the finished product into services and finally getting into the 
hands of consumers. 

The main stages are following: 
1) Oil and gas production. The most complicated, time-

consuming, and dangerous process as the pressure trapped 
under the earth’s surface could be immense. It should be 
monitored and controlled throughout the drilling and 
extraction process to avoid any kind of potential 
hazardous. 

2) Transportation (towards refinery). There are mainly three 
modes of transport: 
a. Pipelines. This is a very convenient way of 

transporting as pipelines are fast, cheap, and reliable 
[14]. The pipelines are pressure and temperature 
controlled and tested to avoid any type of leakage or 
spills which could affect the environment. For 
example, Keystone XL, a North American energy 
company, has transported over 700,000 barrels of oil 
in just a single day [14]. 

b. Ships. The marine transportation in 2019 was 
responsible for 80% - 90% of the world’s total trade 
[15], and about 29% of the carriers in 2018 were oil 
tankers. Despite being slow maritime transport is 
cheap, can carry large amount of oil and is the most 
reliable way to carry oil to any part of the globe. 

c. Rails. Railways can be used to transport large 
volumes of oil. Railway tanks are less prone to any 
leaks or spills compared to other modes of transport. 
Rail transport combined with other means of 
transportation could be very cost effective and 
beneficial rather than operating on itself. 

3) Refining. This is the margin stage where the crude oil is 
processed into different petroleum products like fossil 
fuels, petroleum jelly, oils, lubricants etc. Each petroleum 
product is manufactured at different temperatures using 
certain chemical catalysts. The set of processes (cracking, 
reforming, distillation, alkylation, pyrolysis) are carried 
out in the refineries. 

4) Transportation (from refinery). Besides the pipeline, 
marine and rail transportation the trucks are used to 
transport small number of oils via road freight at shorter 
distance. 

5) Storage. There are products are managed throughout the 
supply chain. Some of the oil is also stored in terms of 
reserve. In March 2020 [16] around 3.4 billion barrels of 
oil storage being used worldwide. Saldanha Bay in South 
Africa is one of the world largest strategic storage 
facilities for crude oil with an estimated holding capacity 
of 60 million barrels [17]. 

6) Distribution. The fuels are transported from the storage to 
their respective terminals, gas stations and point of sales. 
Different intermodal transportation is used, and most 
companies rely on third party logistics. Middle East in 
2019 has the highest share in the distribution of oil 
globally with 31.9% [18]. 

The activities on supply chain of oil and gas industry either 
directly or indirectly interact with the environment. Even 
though petroleum industry is an important part of the 
economy, their impact is often negative. Pollution [19] 
contaminates air, water, and ground through the emission of 
wastewater, gas emissions etc. 

Could be mentioned some of the well-known accidents and 
disasters happened within oil and gas industry from around the 
world. 

In 1979 due to the lack of mud circulation in Ixtoc-1 drilling 
well [20], [21] located in the southern Gulf of Mexico, the oil 
and gas started slowing to the surface uncontrollably and lead 
to fire and explosion. It was estimated that over 3 million 
barrels of oil was released during this accident. The oil spill 
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seriously affected the marine ecosystem due to its chemical 
toxicity. 

The drilling rig Alexander L. Kielland [20], [22] located in 
Scotland was struck by disaster in March 1980. The failure 
was due to welding defects in the underwater pillars of the rig. 

Piper Alpha [23] was an oil rig located in the north-east of 
Scotland. In July 1988, due to a faulty blind flange assembly 
which resulted in a leak of gas, the rig exploded. Technical 
faults and poor judgment from the management were the 
major reasons for the disaster [24]. 

The Persian Gulf oil spill in January 1991 [25] happened 
due to war. Around 240 million gallons of crude oil was 
spilled in the Persian Gulf which resulted in the largest oil 
spills in the history. 

Deepwater Horizon [26] was an offshore drilling rig located 
in an area of the Gulf of Mexico. The explosion happened on 
April 20, 2010, was the largest oil spill in the USA history. 
The amount of oil spilled was enough to cause a widespread 
contamination effects for the marine life ecosystems and the 
shoreline. It was estimated that over 4,9 million barrels of oil 
was leaked into the ocean. The long-term environmental 
impact of the oil spill was even worse as it effected multitude 
of other sectors like tourism and fishing sector. 

Risks on supply chain in gas and oil industry, for example, 
geological structure risks [27], seismic activities [28] and 
security risks [25], [29] cannot be eliminated, but they can be 
managed [7].  If hazards/threats happen then the set of 
accidents can be observed, for example, equipment failures 
[30], emissions [31], leaks and spills [23], [31], fire and 
explosions [20], [32]. Further the set of accidents cause 
appropriate environmental impacts/effects which could be 
mentioned as follows: 
1) Air pollution. The refineries emit methane, CO2, SO2, 

nitrous oxide and aerosols which are toxic and can cause 
health issues resulted in increased cases of asthma and 
heart attacks [33]. 

2) Water pollution. Oil and gas industry consume a lot of 
water, and the wastewater produced are very difficult to 
treat which causes water contamination [26]. 

3) Acidification. The main cause of acid rain is the emission 
of SO2, NO2 etc in the atmosphere by the oil and gas 
industry [34]. It was revealed that about 75% of lakes and 
50% of steams in USA reportedly had pH level lower than 
5 [35], and about 14,000 lakes in eastern Canada were 
also acidic. The lower pH level kills the fish’s, snails and 
other intolerant organisms. It is calculated [19] that about 
half of the atmospheric acids falls back to earth in the 
form or rain, ice and snow which release all the fertility 
properties from the soil making it unfit for any kind of 
cultivation. 

4) Accumulation of toxicity. The oil spills have tremendous 
effect on the aquatic ecosystems [36]. The marine 
organisms absorb toxic oils which could be lethal to 
themselves after longer time and for higher organisms in 
the food chain. 

The next task is to identify and quantify the hazards and 
risks, as well as their relationship with possible 

incidents/accidents. 

III. EVENTS AND RISKS IDENTIFICATION 
The term hazard or threat (𝐻) [37] is defined as an event or 

a type of circumstances that possesses threat to the 
environment, health or human life. Further states that happen 
and could cause damage to the environment and/or the 
infrastructure is known as Accident (𝐴). One of the things that 
follow the accident/incident are the environmental Impacts (𝐼) 
such as air pollution, water pollution, land pollution etc. These 
are the repercussions of the hazard/threat which is followed by 
accident/incident. The Effects (𝐸) of the impact determine the 
severity of the repercussions caused by the accidents to the 
environment.It is important to determine the fair share of the 
accidents that has happened within the oil and gas industry so 
has to get an abstract idea of what might be the risk that a 
particular type of accident could happen at all and how much 
impact does that cause environment.M. Christou and M. 
Kostantinidou [20], and A. Necci et al. [37] use data from 
World Offshore Accident Database (WOAD) and other to 
research the accident statistics in oil and gas industry. As 
major accidents are classified fire, explosion, and oil spills. 
There are also main Hazards/threats (𝐻) identified:  War 
(𝐻1), Seismic activities (𝐻2), Geological structure (𝐻3), 
Terrorism (𝐻4), Collisions (𝐻5) and Mechanical failures 
(𝐻6). 

The war effects on oil and gas industry footprint were 
analyzed by J. Pitkin [38] and G. Luciani [39]. According to 
B. Fattouh [40] the terrorism is one of the major threats to the 
oil and gas industry, although M. Torhaug [41] states that of 
all the terrorist activities in the world within the period 1968-
1999, only 2 % of the total attacks were waged towards 
petroleum industry. According to K. Ashild and L.Brynjar 
[42] there were 262 accidents caused by terrorist activities 
during this period as per international terrorism 
comprehensive database (ITERATE). F. Steinhausler et al. 
[43] considers supply chain stages of the possible terrorist 
attacks in the oil and gas industry. These are rigs, marine 
transportation, distribution system and refineries. Saudi Arabia 
[44] is one of the leading producers of oil, and in security 
measures of infrastructure are occupied over 30000 people at 
any given time. 

According to AGI [45] and G. R. Foulger et al. [46] the 
pressure change could potentially cause manmade 
earthquakes. An earthquake in 2011 reported a massive 5.8 
magnitude in Oklahoma which was the strongest manmade 
seismic activity recorded due to hydraulic fracturing. 
According to Zurich Risk Engineering [47] hydraulic 
fracturing and wastewater disposal in oil and gas industry are 
the most common cause of man induced earthquakes. 

Collision is a very common occurrence in oil and gas 
industry either man-made or due to mechanical failures. M. 
Christou et al. [20] taken an example of a case study 
conducted which states that accidents like slip/trips/falls are 
very common in oil and gas rigs, despite of it that 80% of the 
rig have safety measures to prevent them. However, these 
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accidents have lower contributed to the overall share of the 
environmental impact. 

Mechanical failures [48] could occur due to vary factors 
such as stresses, pressure, fracture, failures, and impacts. 
Mechanical failures would include failure of valves, blow out 
preventers, fracture or fatigue of pipelines and seal assembly 
failure and is the result of major safety, health, and 
environmental consequences. A. Saddek [48] reported that 
according to a survey conducted among several rig operators 
in the Gulf of Mexico, it was revealed that 30% to 50% of the 
pressure valves have failed. It was assessed that around 18% 
of wells worldwide have weakness or even seal assembly 
failures in High-Pressure High-Temperature completion. 

M. Alkhaldi et al. [49] analyzed accidents in Bahrain oil 
and gas industry. It is mentioned [49] that most of accidents 
could appear in various levels of the supply chain operations, 
and the risks were higher than general industries. D. Frommer 
and A. Torem [36] and Schneider et al. [5] consider that most 
accidents and incidents takes place in the drilling and 
production process, and the environmental impact on plants, 
aquatic organisms, marine animals, ecosystems, and human 
health is significant. 

According to M. J. Hoover [50] from the data’s collected 
over the years it can be considered that the industry is more 
prone to the risk of explosion, fire, and leak than any other 
accidents. According to SynergenOG [51] the main purpose of 
learning from the past accidents is to understand the risks and 
alternative scenarios. 

The mentioned above allows the creation of a causal chain 
of events: Hazards / threats (𝐻), Accidents / incidents (𝐴) and 
Effects / footprint on environment (𝐸). Each event has its own 
risks (𝑅) and significance of impact. Each of the events in the 
hazard / threats group may correspond to a different set of 
accidents / incidents elements. Each of the accidents has a 
specific Impact (𝐼) and it produces different Effects on the 
environment (𝐸). 

An important issue is the quantification [52] of the 
significance of Risks (𝑅) and Impacts (𝐼). Some events have 
binary values of the significance of risks and impacts, while 
the Likert 5-point scale (very low, low, medium, high, very 
high) is used to assess others. Data for quantification of risks 
and impacts are mined from public registers and databases. 
For example, data on mechanical failures are obtained from 
the Bureau of Safety and Environmental Enforcement (BSEE) 
[53], but data on terrorism impact are gathered from the 
reports on terrorism around the world from the Center for 
Contemporary Conflict [41], etc. 

Different methods exist to assess environmental impact and 
effects of potential accidents. Some popular methods will be 
discussed later to identify most common set of environmental 
effects assessed. 

IV. ENVIRONMENTAL IMPACT ASSESSMENT METHODS 
C. Stevens [54], mentions different types of landscape for 

impact assessment, however leading is sustainability. J. Pope 
et al. [55], states that the concept of sustainability 

development is based on the concept of Triple Bottom Line 
(TBL) (business, society, and environment). For sustainability 
development assessment and modeling different methods are 
used [56]. However, in this case, we will focus on only one 
pillar, i.e., impacts on the environment. 

J. Glasson et al. [57], describes Environmental Impact 
Assessment (EIA) as a technique in which the environmental 
effects and related information’s are collected by the source 
and then taken to the planning authority and decided whether 
to move ahead with the development. D. R. Turner and L. 
Canter [58] state that it is important to comply with the 
National Environmental Policy Act (NEPA) and by doing so 
addressing the common and the most potential environmental 
consequences (usage of land,quality of air, usage of 
water,quality of soil and its biology,cultural 
resources,socioeconomics, public health and occupational 
health, accidents,noise scale,aesthetics,utility 
management,waste management and environmental justice). J. 
Pope et al. [55] and P. Ksiezak et al. [59] describe the 
environmental pillar as a dimension which relies on the 
standard of living. According to O. A. Amos et al. [60] the 
main goal of the environmental pillar is to reduce the 
ecological footprint, emission etc. while retaining the efficient 
usage of the environmental and energy resources. L. Munoz-
Pascual et al. [61] and P. Ksiezak et al. [59] mention that the 
organization should aim at processing long-range trends and 
tactical methods which could in-corporate quality of air, 
water, consumption of energy and natural resources, toxic 
wastes and wildlife and marine species. 

N. Gorlenko et al. [62] states that while doing the impact 
assessment in oil and gas production industries, the natural 
indicators should always be considered to get the most 
efficient results. F. Vanclay [63] mentions that there are 142 
types and more of impact assessments mostly which are 
referred to mining, dams, and costal developments.  

There are six environmental impacts assessment methods 
which are consistently used in energy sectors especially oil 
and gas industries: 
1) Ecological Assessment. According to U.S. Environmental 

Protection Agency (EPA) [64] ecological assessment is 
basically a document accounting to the portion which 
shows the sustainability of the planet earth that is being 
used by the human economies. This applies to massive 
global industries which consumes large amount of energy 
into production and operation.A. K. Meena and T. K. 
Yadav [65] describe ecological assessment as an 
accounting system that is used to measure the human 
demand on the nature. The author further states that the 
ecological footprint is one of the uses and manages 
resources and sustainability of organizations, regions, 
industrials sectors etc. by providing a vital role towards 
the sustainability assessment.R. Itten et al. [66] suggests 
what factors need to be considered while calculating the 
ecological assessment. That being air, water, radioactive 
contamination, toxic hydrocarbons, acidification etc. The 
set of effects measured for ecological assessment are 
following - quality of air, land and water, leak, PH level 
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of rainwater, solid wastes, and toxicity levels.This 
approach was used by British Petroleum (BP) in 2019 
[67] to address the sustainability issues by valuing that 
there was no damage to the environment maintaining the 
maximum performance. Shell [68] designed their yearly 
sustainability assessment method. The assessment was 
done to reduce the airborne pollutants that occur during 
the supply chain processes of the company.  One of the 
limitations that arise according to methods is that the 
testing/sampling of the subject might take long time. 

2) Carbon Footprint Assessment. D. Pandey et al. [69] 
mentions different issues caused on earth due to carbon 
emission from industries, transportations etc., like 
increase in global temperature, change of whether etc. 
Especially in oil and gas industry where the emission of 
carbon into the air is inevitable. P. Bhatia [70] discussed 
the global harmonized standards with the main objective 
towards measuring carbon footprint across the value chain 
that being upstream, mid-stream and downstream. J. M. 
Hudson et al. [71] analyzed how to quantify, investigate, 
and propose new methods towards reducing the carbon 
footprint. The set of effects measured for carbon footprint 
is following - direct carbon emission (CO2, CH4 etc.), 
carbon energy intensity and third-party carbon emission. 
In 2018, Saudi Aramco provided analysis Enviro News 
[72] how to reduce carbon emission. Similar activities 
were done by Exxon Mobil [73] in Carbon Disclosure 
Project (CDP). 

3) Environmental Life Cycle Assessment. S. Joshi [74] 
described Life Cycle Assessment (LCA) as the tool that is 
used towards assessing the environmental impacts on 
every stage of the business process. There were five 
stages that involve extraction of raw materials, 
manufacturing and processing, transportation, retail and 
finally waste disposal. According to IFU [75] and O. 
Jolliet et al. [76] the LCA is carried out in four steps in 
total (goal and scope, inventory, impact assessment and 
interpretation). H. Baumann and T. Rydberg [77] used 
this method by considering global warming, toxic 
chemical dispersion, waste disposal, electricity use, 
acidification etc. The set of effects measured for LCA in 
oil and gas industry are following – greenhouse gases, 
chemical dispersion, waste disposal, acidification, recycle 
and reusability, and heat. In 2019 Chevron [78] and Shell 
[68] indulged waste disposal as one of the parameters for 
the assessments towards environmental management. 

4) Water Footprint Assessment. According to A. Y. Hoekstra 
et al. [79] water footprint is an environmental impact 
assessment technique that is used as a global standard 
when it comes to measuring the pollutants and the 
contamination levels present in water bodies. According 
to WaterCalculator [80], it is estimated that the energy 
production industry in USA used a total of 72% of the 
water sources were used heavily from fresh water sources 
like lakes, rivers etc. Most of this water is used from 
cooling systems which could impact the aquatic eco-
system. The set of effects measured for water footprint in 

oil and gas industry are following – water intensity rate 
and dispersion rate, water quality and availability. 

5) Planetary Boundary Assessment. According to W. Steffen 
et al. [81] the main aim of planetary boundary is to 
provide a safe space for operation based on important 
processes based in ecological factors which would 
regulate the boundaries of environmental framework. F. 
Biermann and R. E. Kim [82] describe planetary 
boundaries as a “safe operating space” for the humanity. 
J. Rockstrom et al. [83] identified planetary boundaries 
and has provided quantification for better margin of scale 
and understanding. The identified planetary boundaries 
are as follows (carbon emission, oceanic acidification, 
stratospheric ozone, biochemical nitrogen and 
phosphorous cycle, global freshwater use, land system 
change, loss of biological diversity, chemical pollution, 
and atmospheric aerosol loading). Generally, the set of 
effects measured for planetary boundary in oil and gas 
industry are following – carbon emission, acidification, 
water, and land usage. 

The analysis of the above methods makes it possible to 
determine a measurable set of basic parameters for the 
assessment of environmental Effects (E), which must not 
exceed certain thresholds (see Table I). 

 
I. The set of Hazard/Accident/Impact/Effect events 

Hazard 
(𝐻𝑖) 

Accident 
(𝐴𝑗) 

Environmental 
impacts(𝐼𝑘) 

Environmental 
effects (𝐸𝑛) 

War(𝐻1) 

Explosion 
(𝐴1) 

Air pollution (𝐼1) Chemical 
composition of 

air(𝐸1) Fire (𝐴2) 
Marine life 

endangerment (𝐼2) 

Seismic 
activities 
(𝐻2) 

Leak(𝐴3) 
Land pollution (𝐼3) pH level of 

rainwater (𝐸2) Deforestation (𝐼4) 

Bio attack 
(𝐴4) 

Acid rain (𝐼5) Physical 
changes to the 
habitat (𝐸3) 

Geological 
structure 
(𝐻3) 

Underground water 
pollution (𝐼6) 

Earthquake 
(𝐴5) 

Water pollution (𝐼7) 
Waste disposal 

(𝐸4) 

Rig failure 
(𝐴6) 

Effects on flora and 
fauna (𝐼8) Water 

pollution (𝐸5) 

Terrorism 
(𝐻4) 

Uranium depletion 
(𝐼9) 

Welding 
failure (𝐴7) 

Chemical defoliants 
(𝐼10) Carbon 

footprint (𝐸6) Trip/Slip 
(𝐴8) 

Landslide (𝐼11) 

Collisions 
(𝐻5) 

Pipe failure 
(𝐴9) 

Land deformation 
(𝐼12) Land usage 

(𝐸7) 
Liquefaction(𝐼13) 

Design 
failure 
(𝐴10) 

Greenhouse effect 
(𝐼14) 

Mechanical 
failures 
(𝐻6) 

Gas leak (𝐼15) 
Toxicity level 

(𝐸8) 
Fracture 
(𝐴11) 

Wildlife 
endangerment (𝐼16) 

Oil spillage (𝐼17) 
 

If Hazard (𝐻) happens, it results in multiple Accidents (𝐴) 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING 
DOI: 10.46300/9106.2021.15.98 Volume 15, 2021

E-ISSN: 1998-4464 917



 

 

having a set of certain Impacts (𝐼). In turn, each of these 
Impacts (𝐼) has a greater or lesser impact on the environment 
and creates a set of lasting Effects (𝐸). Further assessment 
comprises only eight long lasting Effects (𝐸), which have 
been identified in a previous analysis as being most used in 
various environmental impact assessment methods mentioned 
above. This makes it possible to derive a causal tree (𝑆): 

 
𝑆 = 〈𝐻, 𝐴, 𝐼, 𝐸〉                                       (1) 

Recognized relationships among events are specified in 
Table II to Table IV. 

 
II. Hazards (𝐻𝑖 ,

𝑖=1,6
→   ) and accidents (𝐴𝑗 ,

𝑗=1,11
→    ) relationships 

 1 2 3 4 5 6 7 8 9 10 11 

1 + + + +        

2     +       

3 + + +         

4 + + +         

5  +    + + +    

6         + + + 

 
III. Impacts (𝐼𝑘 ,

𝑘=1,17
→    ) and accidents (𝐴𝑗 ,

𝑗=1,11
→    ) relationships 

 1 2 3 4 5 6 7 8 9 10 11 

1 + +    + +    + 

2 +  +      +  + 

3 +           

4  +          

5  +          

6   +         

7   +   + + + + + + 

8   +         

9    +        

10    +        

11     +       

12     +       

13     +       

14 +           

15   +    +  +  + 

16  +          

17          + + 

 
IV. Impacts (𝐼𝑘 ,

𝑘=1,17
→    ) and environmental effects (𝐸𝑛,

𝑛=1,8
→   ) 

relationships 
 1 2 3 4 5 6 7 8 

1 +     +   

2   +      

3       +  

4   +      

5  +       

6    + +    

7     +    

8   +      

9        + 

10        + 

11       +  

12       +  

13       +  

14 +        

15 +        

16   +      

17    + +    

 
In the oil and gas industry, it is very important to assess in a 

timely and interactive manner the potential risks of various 
hazards, both when designing new and operating existing 
supply chains. 

V. RISK ASSESSMENT METHODS IN OIL AND GAS INDUSTRY 
Oil and gas industry is vulnerable to risk factors. The range 

of risk hazards vary from human errors to natural disasters. 
According to R. Aetdinova et al. [84] risk assessment 
modeling is used to measure the risks related with 
environmental and socio-economic factors with variety of 
acceptable criteria. Risk assessment methodology guidelines 
[85] give a descriptive step in the process that is required to 
develop a risk scenario. The first step is identification of the 
risk, next is description of the risk which includes event 
description and specification of different environmental 
conditions. Likelihood assessment is one of the next steps for 
the time-period when the risk occurred. Consequences and 
impact assessment of the scenario follow before designing the 
treatment plan and mitigation measures. 

An important issue is the forecasting of risks and impacts, 
which should ensure good transparency and efficiency, 
otherwise the management process becomes problematic, but 
risk mitigation may be delayed. This means that operational 
risk assessment should not be performed by specially educated 
specialists in mathematics, chemistry, and environment 
protection, but by the company's managers. Thus, operational 
risk assessment methods cannot be labor intensive and 
complicated. Both qualitative and quantitative risk assessment 
methods may be used. There are the various methods used for 
performing risk assessment in oil and gas supply chains: 
1) Risk Screening Process. J. L. Hawksley [8] states that risk 

screening process is a method where the varying range of 
risks is considered, and ranking is done according to its 
significance. The method was used by Shell to identify 
the range of risks happening within the offshore rig 
accidents and to design risks assessment matrix aimed to 
risks importance recognition. 

2) Risk Evaluation Matrix.  The method was used by BP [9] 
to identify the consequences on environmental, health, 
safety, and non-financial impacts according to the severity 
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level of the event. The matrix consists of tables of 
thresholds and mitigation tasks, hazards identification, 
impact consequences and probability of risks. The 
advantage of using Risk Evaluation Matrix is that this 
method has a good production pattern which lets the user 
determine the risk size and helps in better decision 
making with various numbers of alternatives. Main 
disadvantage of this method is that assessment asks for 
long time and should be done by experienced 
professionals. 

3) Hazard Environment and Safety (HES) Risk Management 

Process. HES Risk Management Process [10] is a 
structured assessment method providing a set of defined 
responsibilities and scope for all the enterprise. Chevron 
used HES Risk Management Process for better 
understanding of the local and global risks. The risk 
included occupational, toxic, explosive, thermal and flash 
fire. Qualitative and quantitative assessments were done. 
The advantage of using HES Risk Management Process is 
advanced structure of decision making. There is a general 
point of view, implication in the form of life cycle and 
from the stakeholder point of view. The disadvantage 
being is time consuming verification and peer review 
benchmarking by experts. 

4) Hazard and Operability Study (HAZOP). The method 
[11] is widely used in USA and EU to identify the 
potential hazards and operational problems focusing on 
the solution. The HAZOP technique follows three steps - 
the complete description of the events or process, 
examining the complete part of the process with precision 
and identifying of the problems and recognition the 
potential risks of causing hazards. The main disadvantage 
being that HAZOP requires a technical input from 
experienced consultants for evaluating the results. 

5) Bayesian Networks. Bayesian Network (BN) [86] shows 
the probabilistic relationship among random variables and 
influence relationships created based on the combined 
dependencies. One of the advantages that BN has over 
other risk assessment methods is regarding interactivity 
and performance of assessment. In 2019, L. Kaikkonen et 
al. [87] identified 497 articles that have been published in 
the last 15 years related to Bayesian networks use for 
environmental risk assessment, while 72 applications 
have been analyzed in detail. In most applications [87], 
the environmental risk assessment started halfway, i.e., 
with existing impacts, but the causes of these impacts 
were shyly circumvented. Practically, the risks were 
analyzed when the damage had already occurred. The oil 
and gas industry are a specific industry whose existence a 
priori poses a threat to the environment. Halfway through 
analyzing the environmental risks in this sector will not 
be enough, as it is important to start with the hazards, 
potential risks and their consequences that will have an 
impact and lasting effects on the environment. S. M. 
Deyab et al. [88] argue about BN being used for 
probabilistic analysis of the risks in the oil and gas 
industry. 

VI. WHY BAYESIAN NETWORKS? 
In 1764 Bayes T. issued An Essay Toward Solving a 

Problem in the Doctrine of Chances [89] where explained 
conditional relationships between two events, where one event 
𝑥2 affects 𝑥1: 
 

P(𝑥1|𝑥2) = (𝑃(𝑥2|𝑥1) ∗ 𝑃(𝑥1))/𝑃(𝑥2)                (2) 
 

where P(𝑥1|𝑥2) – conditional probability or likelihood of 
event 𝑥1 occurring given that 𝑥2 is evident, 𝑃(𝑥2|𝑥1) - 
conditional probability or likelihood of event 𝑥2 occurring 
given that 𝑥1 is evident, but 𝑃(𝑥1) and 𝑃(𝑥2)  – marginal 
probabilities of observing 𝑥1 and 𝑥2 respectively. 

There is a causal and probabilistic dependency between two 
random variables, when the two corresponding nodes in the 
graph are connected by a directed edge (see Fig. 1). The edge 
directed from a node 𝑥2to 𝑥1indicates that the random variable 
𝑥2causes the random variable 𝑥1, and the edge shows a static 
causal probabilistic dependence. 

 
Fig. 1 Graphical interpretation of two nodes Bayesian network 

 
Each Bayesian network can be thought of as a set of paired 

nodes, where each event can be associated with one or more 
other events. 

A Bayesian network encodes a unique common probability 
distribution that can be easily computed using the chain rule 
[90]. Joint probability of mentioned network of two nodes 
𝑥1and𝑥2 is following: 

 
𝑃(𝑥1, 𝑥2) = 𝑃(𝑥2|𝑥1) ∗ 𝑃(𝑥1) = 𝑃(𝑥1|𝑥2) ∗ 𝑃(𝑥2)     (3) 

 
where 𝑃(𝑥1, 𝑥2) - joint probability of both events and product 
rule. 

The Bayesian network allows the system to be specified and 
studied as a set of interrelated and interacting elements. 
Knowing the result of the impact, it is possible to determine 
the guilty element with appropriate probability. The use of BN 
is useful in systems diagnostics, but since the classic BN does 
not allow feedback, those may not be the best choice for 
describing system regulation and control tasks. 

Successful application of BN depends on the design of a 
proper causal network and quantification of node values. The 
results of the modeling depend on the professionalism of the 
experts and the quality of the available data. In addition, BN 
networks are convenient enough to use machine learning 
methods to determine the values of nodes. This means that 
expert knowledge is used to initialize the probability 
propagation network, but further training and tuning of the BN 
network model can follow. 

Of course, the calculation of probability propagation in 
acyclic graphs in the case of real systems research requires 
appropriate computational resources, so the full application of 
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Bayesian ideas became popular in the late 20th century. 
Besides, BNs can be used successfully for interactive 
modeling of impacts and risks, providing an efficient and 
transparent representation of the relationship between events. 

BN networks are used, for example, to analyze the impact 
of management on the quality of production [91], Web 
usability and services providing [92], customer satisfaction 
research [93], healthcare organization evaluation in hospitals 
[94], Covid-19 prevalence, mortality and infection spreading 
risks assessment [95], [96] etc.The oil and gas industry is no 
exception. 

VII. BAYESIAN NETWORK USE FOR RISKS MODELING IN OIL 
AND GAS INDUSTRY 

The Bayesian acyclic network created is a risks probability 
distribution model that is designed for hazards and related 
accidents environmental impact analysis. The 
hazards/accidents/impacts/effects assigned to the model would 
let the user to have a clear idea of the effects that would be the 
resultant of the hazards/accidents that would impact the 
environment and are caused by the oil and gas industry with 
appropriate probability or risk. 

The approach proposed by the authors is based on acyclic 
BN, but does not consider dynamic BN. However, even in this 
case, stability problems may arise, that is, how stable the 
interactions between each factor and the factors are. 
Quantification results are based on expert opinions and 
experience data. With the emergence of precedents, the 
structure of BN will have to change, but changes in 
relationships are not complicated. It is possible to create a 
stability matrix, but in this case it is not necessary, because the 
events and impacts to be assessed in the oil and gas industry 
are not large and rapidly changing data, where unforeseen 
changes in one event can immediately destroy the stability of 
the risk assessment network. 

The main function of the model is to get a grasp of the idea 
of the outcome of a certain hazards that happened in the oil 
and gas industry. As they happened over a span of certain time 
frame, they resultant data is taken, converted into the values 
that is suitable to be fed into the model and the main evidence 
node is set to ‘Yes’ and the result is observed. The feature of 
BN and its ability to easily accumulate and make use and 
combine the data and give the best results possible even with 
multiple outputs makes it probably one of the easier models to 
use. The main purpose of the model is to forecast the chances 
of events that could possibly cause or lead to the 
environmental footprint. Able to identify these events prior to 
its happening would give an advantage as it could be able to 
know the effects that could possibly impact the environment 
and to devise a sustainability assessment method to counter 
them. It is possible to check one or more hazards or scenarios 
at the same time and see the outcome as it is supposed to be. 

Each hazard that happens has own or common related 
accidents that follow down the line (see Table I to Table IV). 
The model already has pre-set accidents related to the hazards 
which have been set according to the research and these 
accidents are most likely to happen during any of these 

hazards. For each hazard 𝐻𝑖  it is possible to design an 
appropriate BN that characterizes hazard impacts and effects 
on the environment (see Fig. 2 to Fig. 7).  

 

 
 

Fig. 2 War (𝐻1) event graph 
 
Hazard (𝐻1) BN analytical specification is as follows: 
 
𝑃(𝐻1, 𝐴1, . . 𝐴4, 𝐼1 , . . 𝐼10, 𝐸1, . . 𝐸5, 𝐸7, 𝐸8) = 𝑃(𝐻1) ∗

𝑃(𝐴1|𝐻1) ∗ 𝑃(𝐴2|𝐻1) ∗ 𝑃(𝐴3|𝐻1) ∗ 𝑃(𝐴4|𝐻1) ∗

𝑃(𝐼1|𝐴1, 𝐴2) ∗ 𝑃(𝐼2|𝐴1, 𝐴3) ∗ 𝑃(𝐼3|𝐴1) ∗ 𝑃(𝐼4|𝐴2) ∗

𝑃(𝐼5|𝐴2) ∗ 𝑃(𝐼6|𝐴3) ∗ 𝑃(𝐼7|𝐴3) ∗ 𝑃(𝐼8|𝐴3) ∗ 𝑃(𝐼9|𝐴4) ∗

𝑃(𝐼10|𝐴4) ∗ 𝑃(𝐸1|𝐼1) ∗ 𝑃(𝐸2|𝐼5) ∗ 𝑃(𝐸3|𝐼2, 𝐼4, 𝐼8) ∗ 𝑃(𝐸4|𝐼6) ∗

𝑃(𝐸5|𝐼6, 𝐼7) ∗ 𝑃(𝐸7|𝐼3) ∗ 𝑃(𝐸8|𝐼9, 𝐼10)                               (4) 

 
 

Fig. 3 Seismic activities (𝐻2) event graph 
 
Hazard (𝐻2) BN analytical specification is as follows: 
 
𝑃(𝐻2, 𝐴5, 𝐼11, . . 𝐼13, 𝐸7) = 𝑃(𝐻2) ∗ 𝑃(𝐴5|𝐻2) ∗ 𝑃(𝐼11|𝐴5) ∗

𝑃(𝐼12|𝐴5) ∗ 𝑃(𝐼13|𝐴5) ∗ 𝑃(𝐸7|𝐼11, 𝐼12, 𝐼13)           (5) 

 
 

Fig. 4 Geological structure (𝐻3) event graph 
 
Hazard (𝐻3) BN analytical specification is as follows: 
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𝑃(𝐻3, 𝐴1, . . 𝐴3, 𝐼1, 𝐼2, 𝐼5, 𝐼7, 𝐼14, 𝐼15, 𝐸1, . . 𝐸3, 𝐸5, 𝐸6)

= 𝑃(𝐻3) ∗ 𝑃(𝐴1|𝐻3) ∗ 𝑃(𝐴2|𝐻3)

∗ 𝑃(𝐴3|𝐻3) ∗ 𝑃(𝐼1|𝐴1, 𝐴2) ∗ 𝑃(𝐼2|𝐴3)

∗ 𝑃(𝐼5|𝐴2) ∗ 𝑃(𝐼7|𝐴3) ∗ 𝑃(𝐼14|𝐴1) ∗ 

𝑃(𝐼15|𝐴3) ∗ 𝑃(𝐸1|𝐼1, 𝐼14, 𝐼15) ∗ 𝑃(𝐸2|𝐼5) ∗ 𝑃(𝐸3|𝐼2) ∗

𝑃(𝐸5|𝐼7) ∗ 𝑃(𝐸6|𝐼1)                                     (6) 

 
 

Fig. 5 Terrorism (𝐻4) event graph 
 
Hazard (𝐻4) BN analytical specification is as follows: 
 
𝑃(𝐻4, 𝐴1, . . 𝐴3, 𝐼1, . . 𝐼3, 𝐼5, . . 𝐼8, 𝐸1, . . 𝐸7) = 𝑃(𝐻4) ∗

𝑃(𝐴1|𝐻4) ∗ 𝑃(𝐴2|𝐻4) ∗ 𝑃(𝐴3|𝐻4) ∗ 𝑃(𝐼1|𝐴1, 𝐴2) ∗

𝑃(𝐼2|𝐴1, 𝐴3) ∗ 𝑃(𝐼3|𝐴1) ∗  𝑃(𝐼5|𝐴2) ∗ 𝑃(𝐼6|𝐴3) ∗ 𝑃(𝐼7|𝐴3) ∗

𝑃(𝐼8|𝐴3) ∗ 𝑃(𝐸1|𝐼1) ∗ 𝑃(𝐸2|𝐼5) ∗ 𝑃(𝐸3|𝐼2, 𝐼8) ∗ 𝑃(𝐸4|𝐼6) ∗

𝑃(𝐸5|𝐼6, 𝐼7) ∗ 𝑃(𝐸6|𝐼1) ∗ 𝑃(𝐸7|𝐼3)                                     (7) 

 
 

Fig. 6 Collisions (𝐻5) event graph 
 

Hazard (𝐻5) BN analytical specification is as follows: 
 
𝑃(𝐻5, 𝐴2, 𝐴6, . . 𝐴8, 𝐼1, 𝐼5, 𝐼7, 𝐼15, 𝐼16, 𝐸1, . . 𝐸3, 𝐸5, 𝐸6) =

𝑃(𝐻5) ∗ 𝑃(𝐴2|𝐻5) ∗ 𝑃(𝐴6|𝐻5) ∗ 𝑃(𝐴7|𝐻5) ∗ 𝑃(𝐴8|𝐻5) ∗

𝑃(𝐼1|𝐴2, 𝐴6, 𝐴7) ∗ 𝑃(𝐼5|𝐴2) ∗ 𝑃(𝐼7|𝐴6, 𝐴7, 𝐴8) ∗ 𝑃(𝐼15|𝐴7) ∗

𝑃(𝐼16|𝐴2) ∗ 𝑃(𝐸1|𝐼1, 𝐼15) ∗ 𝑃(𝐸2|𝐼5) ∗ 𝑃(𝐸3|𝐼16) ∗ 𝑃(𝐸5|𝐼7) ∗

𝑃(𝐸6|𝐼1)                                                                                             (8) 

 
 

Fig. 7 Mechanical failures (𝐻6) event graph 
 

Hazard (𝐻)BN analytical specification is as follows: 
 

𝑃(𝐻6, 𝐴9, . . 𝐴11, 𝐼1 , 𝐼2, 𝐼7, 𝐼15, 𝐼17, 𝐸1, 𝐸3, . . 𝐸5) = 𝑃(𝐻6) ∗

𝑃(𝐴9|𝐻6) ∗ 𝑃(𝐴10|𝐻6) ∗ 𝑃(𝐴11|𝐻6) ∗ 𝑃(𝐼1|𝐴11) ∗

𝑃(𝐼2|𝐴9, 𝐴11) ∗ 𝑃(𝐼7|𝐴9, 𝐴10, 𝐴11) ∗ 𝑃(𝐼15|𝐴9, 𝐴11) ∗

𝑃(𝐼17|𝐴10, 𝐴11) ∗ 𝑃(𝐸1|𝐼1, 𝐼15) ∗ 𝑃(𝐸3|𝐼2) ∗ 𝑃(𝐸4|𝐼17) ∗

𝑃(𝐸5|𝐼7, 𝐼17)                                                                           (9) 

 
The network (see Fig. 8) describes the propagation of event 

risks 𝑅, which is characterized by probability 𝑃. In this case, 
to respect the traditions of analytical specification, the notation 
𝑃 is used instead of 𝑅, but it should be understood that 𝑃 = 𝑅. 

The common supply chain 4-level risk model (see Fig. 8) 
describes the potential effects of all events and multiple 
hazards that produce effects on the environment. The software 
used for designing and running the model is GeNIe Modeler 
[97], [98]. 

In this case, an abbreviated formula (10) is applied, because 
it would not be reasonable to use the full analytical risk 
specification due to high complexity and low transparency. It 
demonstrates why it is desirable to use automated modeling 
tools, because graphical notation also is not convenient 
enough (see Fig. 8) which can lead to specification errors: 

 
𝑃(𝐻) = 𝑃(𝐻1, 𝐻2, …𝐻6)                      (10) 

 
The initial values of the model are determined based on 

previous data analysis. However, the model can be easily 
tuned and adapted for use in specific supply chain conditions. 
The final effects are visible when the evidence is set on the 
event nodes. The evidence feature can be assigned to any 
event or set of events.  
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Fig. 8 Total risks (𝐻) event graph 
 

The Bayesian model provides risks probability propagation. 
This makes it possible to check different scenarios, in 
particular during operational risk management, in order to 
answer the question, what will happen if? Even more 
important, however, is the reverse use of the Bayesian model 
to answer the question, what is the reason if specific effects on 
the environment have been identified? The modeling results 
can be used to prepare a supply chain environmental risk 
assessment report. 

The verification of the BN model was performed on the 
limit values, that is, if there is no hazard, then there are no 
effects on the environment. Changes in the risks of each 
hazard left changes in the effects on the environment. With 
increasing threats and the likelihood of accidents also 
increased effects. The results of the BN model running on 
BayesFusion [98] environment was compared with the results 
of analytical calculations. 

Model validation was not so simple, as the approach 
proposed by the authors differs from the methods currently 
used in the oil and gas industry [9]-[11]. The validation results 
showed an appropriate correlation, but an exact comparison 
was not possible. The risk assessment model proposed by the 
authors shows a trend rather than an accurate result. The 
second validation option was to assess the usefulness of the 
model by listening to experts. The sample of respondents was 
too small and did not allow for a statistically reliable 
assessment. However, the overall view was in line with the 
normal distribution of estimates at 95% confidence after the 
Kolmogorov-Smirnov nonparametric test. Respondents 
considered that the specific BN model was useful for 
environmental risks preliminary assessment and positively 
assessed the model's interactivity and transparency. It was 
emphasized that the model is more appropriate for the 
upstream and midstream segments of the supply chain, but 

less applicable to the downstream segment. 
The authors' self-assessment of the sustainability of the BN 

risk model was performed using the Integrated Acceptance 
and Sustainability Assessment Model (IASAM) [56]. A rating 
of 0.78 skypes means that the technology is sustainable and 
usable, but investments are required for its further 
development. 

VIII. CONCLUSION 
One of the key sectors of today's economy is the oil and gas 

industry, where ongoing production processes and supply 
chains a priori pose threats to the environment. 

Impact on nature creates lasting effects that can be reduced 
by timely identification of possible hazards as well as 
subsequent accidents. Each of these hazards, accidents, 
impacts, and effects are characterized by potential risks that 
can be reduced but cannot be eliminated. 

There are various methods of Environmental Impact 
Assessment (EIA) and risk identification, for example carbon 
footprint assessment [69]-[71], environmental life-cycle 
assessment [74]-[77], water footprint assessment [79], [80], 
planet boundary assessment [81]-[83] etc. 

Several of them as risk screening process [8], risk 
evaluation matrix [9], hazard environment and safety risk 
management process [10], HAZOP [11] are used in the oil and 
gas industry. The main disadvantage of these methods is 
laborious preparation of modeling and analysis of results, 
which limits the use of these methods for operational risk 
management. The methods mostly are not interactive, which 
makes it difficult to implement “if-then” simulation of 
scenarios. 

To improve risk prediction capabilities, Bayesian networks 
[97] can be used that allow interactive simulation of the spread 
of various events probabilities. The method is also used in the 
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oil and gas industry [88]. 
The approach proposed by the authors differs of methods 

described in [8]-[11] and [87] with a more detailed 
identification of impact factors, as well as interactivity and 
accessibility for logistics managers without specific 
knowledge of mathematics, which allows to use the authors' 
approach in operational process management. Initially, 
potential threats and their probabilities are identified, but then 
a set of related accidents that can cause various impacts on the 
environment. Traditional methods of environmental impact 
assessment begin with the assessment of the risks of impacts, 
disregarding the hazards and accidents that are the causes of 
impacts. A set of key effects is identified below, which are 
also evaluated in other environmental impact assessment 
methods used in the oil and gas industry. This is followed by 
the determination of the relationships between impacts and 
effects. 

Bayesian risk assessment network nodes initialization data 
are obtained from related databases and repositories as 
WOAD [99], ITERATE [100], GTD [101], BSEEE [53], 
Center of Contemporary Conflict [102] and other. During 
scenario modeling, the user can change the initial values of the 
probabilities by tuning the risk assessment network according 
to the conditions of a specific object. 

Some relevant studies can be found in [103], [104], [105] 
and [106]. 

Bayesian risk network verification is performed by 
comparing the analytical calculation with the results of risk 
modeling. The results of the primary validation cannot be 
estimated statistically reliably due to the small sample size. As 
the beta version of the risk assessment methodology continues 
to evolve, the number of respondents will also increase, and 
validation opportunities will improve.In addition, the 
evaluation of the risk assessment method developed by the 
authors according to the IASAM [56] sustainability model 
gave a positive and promising result. 

The achieved results can be useful for risk management 
managers in oil and gas companies, regional and territorial 
development planners, as well as environmental protection 
specialists. 

Further research activities will involve the introduction of 
additional hazards / accidents and the assessment of their 
impact, such as cyber attacks. The issue of additional risks 
posed by unanticipated impacts of digital technologies will be 
explored. The refinement of the initial values of the risk 
probability spread network will be continued. The usefulness 
of machine learning use to determine risk values and their 
intervals will be considered. 
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