
 

 

 
Abstract—As an important link in product development, car 

style evaluation could ensure the quality of car style design, 

making the design more efficient, laying the foundation for 

production planners, production managers, and investment 

decision-makers in automobile manufacturing. The consumer-

centered evaluation should accurately reflect the psychological 

cognition and subjective feelings of consumers. However, the 

current studies have not provided a unified evaluation standard, 

nor fully utilized the massive data on the evaluations made by 

consumers. Considering in advantages of fuzzy mathematics and 
neural network in processing massive data on consumer 

evaluations, this paper designs a consumer-oriented car style 

evaluation system based on these two techniques. Firstly, a 

scientific evaluation index system was designed for consumer-

oriented car style evaluation, the index scores were classified into 

different levels, and a judgment matrix was constructed for indices 

on each layer and subject to consistency check. Next, absolute 

weights were assigned to alternatives, and the corresponding fuzzy 

membership functions were determined, producing a fuzzy 

comprehensive evaluation (FCE) model based on analytic 

hierarchy process (AHP) (AHP-FCE model) for car style 

evaluation. Furthermore, car styles were categorized by 

appearance structure, and the car style samples were 

parametrized for evaluation. Finally, particle swarm optimization 

(PSO) was improved, and then combined with backpropagation 

neural network (BPNN) into a classification model for consumer-

oriented car style evaluation. The proposed consumer-oriented car 

style evaluation model was proved effective and superior through 

experiments. The results offer a reference for the application of 

the model in other evaluation scenarios. 

 

Keywords—Fuzzy mathematics, neural network, car 

style, consumer-oriented evaluation 

I. INTRODUCTION 
ar style evaluation aims to identify the optimal car style 
solution by assessing and comparing the values of different 

 
 

car style designs during the design phase [1-2]. As an important 
link in product development, car style evaluation could ensure 
the quality of car style design, making the design more efficient, 
laying the foundation for production planners, production 
managers, and investment decision-makers in automobile 
manufacturing [3-4].  

Traditionally, the feasible car style designs are selected by 
expert scoring organized by carmakers [5-9]. With simple 
indices, this approach is too subjective to satisfy the carmakers’ 
need for consumer-oriented precision evaluation of car style. 
The sales of cars, which are not cheap for common 
households, is greatly affected by the individual preferences 
of consumers. With strong subjectively, high randomness, 
and simple indices, the traditional evaluation methods 
cannot meet the growing demand for consumer-oriented car 
style evaluation. This calls for mathematical evaluation 
methods and tools, capable of analyzing, reasoning, and 
calculating the quantitative targets in car style designs. 

Due to the complexity of car style evaluation, the 
enterprises hope to judge the qualitative evaluation 
parameters under the guidance of consumer preference, apart 
from the assessment of quantitative targets [10-13]. Car body 
is the focus of car style design with cultural and artistic features. 
Scholars like Lin and Papadopoulos [17] and Montemanni et al. 
[18] held that car style design originates from the aesthetic 
needs of designers and consumers, and starts from visual 
perception [14-18].  

Singh and Tando [19] designed experiments for car style 
evaluation, collected electroencephalogram (EEG) signals from 
the subjects, and carried out feature extraction and feature 
analysis, revealing the significant disparity between the brain 
electrical activities corresponding to different evaluation results 
[20-22]. To cater to consumers’ personal preference to car 
appearance, Garces et al. [23] selected several perceptual 
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imagery words that characterize the consumers’ subjective 
feeling of car appearance, organized them into an evaluation 
index system for car appearance, conducted a Kansei 
engineering survey based on the eight style feature lines of car 
appearance, and performed a fuzzy comprehensive evaluation 
(FCE) experiment on a production instance [24-26]. Sun [27] 
noticed that the optimization efficiency and direction are 
affected by the inconsistency in evaluation results of multiple 
subjects, constructed a multi-subject car style evaluation and 
analysis system through detailed demand analysis, and realized 
the interactive design of multiple functional modules in car 
evaluation system, such as multi-subject decision-making, 
component selection, as well as result generation and display. 
From the dimensions of human and materials, Jing [28] 
summarized the influencing factors of car style, set up an 
evaluation index system for car style in the design phase, and 
established an evaluation model based on the neural network, 
thereby ensuring the effectiveness of weight coefficients, and 
reducing the human impacts in coefficient setting. 

The rapid progress of Internet information technology makes 
it possible to survey the consumers in the phase of car design. 
The existing studies have shown that, the suggestions and 
opinions of consumers, being purchasers and users of cars, can 
affect the decisions on car style design to a certain extent. But 
there is not yet a unified stanard. Therefore, it is necessary to 
develop a consumer-oriented evaluation method that accurately 
reflect the psychological cognition and subjective feelings of 
consumers. 

Considering in advantages of fuzzy mathematics and neural 
network in processing massive data on consumer evaluations, 
this paper designs a consumer-oriented car style evaluation 
system based on these two techniques. The remainder of this 
paper is organized as follows: Section 2 establishes an FCE 
model based on analytic hierarchy process (AHP) (AHP-FCE 
model) for car style evaluation through multiple steps, namely, 
building an evaluation index system for consumer-oriented car 
style evaluation, classification of index scores, construction and 
consistency check of the judgment matrix for indices on each 
layer, assigning absolute weights to alternatives, and 
determining fuzzy membership functions; Section 3 categorizes 
car styles by appearance structure, and parameterizes the car 
style samples to be evaluated; Section 4 improves the particle 
swarm optimization (PSO), and combines it with 
backpropagation neural network (BPNN), creating a 
classification model for consumer-oriented car style evaluation; 
Section 5 verifies the effectiveness and superiority of the 
proposed model for car style evaluation; Section 6 summarizes 
the findings of this research, laying the basis for applying our 
model to other evaluation scenarios. 

II. CONSTRUCTION OF EVALUATION INDEX SYSTEM  
Consumer-oriented car style evaluation faces several 

problems: multiple influencing factors, complex hierarchy, and 
difficulty in index quantification. To overcome these problems, 
this paper combines the AHP and fuzzy mathematics to build 
up an AHP-FEC model for consumer-oriented car style 

evaluation, divides the evaluation indices into different levels, 
determines membership functions, and assigns weights to 
alternatives. 

Before building the AHP-FEC model, the authors sorted out 
the literature of the evaluation index system for car style 
evaluation, and constructed an evaluation index system with 
consumer willingness at the core, from the perspectives of 
availability, artistry, and technicality. As shown in Table 1, the 
proposed evaluation index system contains five primary indices 
(design creativity, design scientificity, design form, design 
color, and design texture) and fourteen secondary indices. 

To objectively describe the consumer-oriented evaluation of 
the practicality, aesthetics, and economics of car style, this 
paper designs five evaluation levels: A (poor), B (general), C 
(good), D (high-quality), and E (excellent). The relative 
importance between indices was determined against the 1-9 
scale of the AHP. Table 2 presents the judgement matrix for the 
criteria layer. The consistency ratio of the matrix was smaller 
than 0.10, passing the consistency test. Thus, the matrix is 
feasible for evaluation. 
 

Table 1. Evaluation index system for consumer-oriented car style 
evaluation. 

Goal layer Criteria layer Alternative layer 

Consumer-
oriented car style 
evaluation MD 

Design 
creativity MD1 

New thinking MD11 
New concept MD12 

New form MD13 

Design 
scientificity 

MD2 

Functional completeness 
MD21 

Human-machine 
coordination MD22 

Safety and reliability MD23 

Design form 
MD3 

Streamline smoothness 
MD31 

Proportional harmony 
MD32 

Function-style unity MD33 

Design color 
MD4 

Function-color 
coordination MD41 
Environment-tone 
coordination MD42 

Primary color-secondary 
color coordination MD43 

Design texture 
MD5 

Visual texture MD51 
Tactile texture MD52 

 
Table 2. Judgement matrix of the criteria layer. 

MD MD1 MD2 MD3 MD4 MD5 
MD1 1 0.25 0.5 0.33 0.5 
MD2 2 1 2 2 3 
MD3 3 0.33 1 0.33 2 
MD4 4 0.5 2 1 2 
MD5 2 0.33 3 2 1 

Table 3. Absolute weights of alternatives. 

A-B 
sortin

g 

T-A sorting Absolut
e value 

in 
overall 
sorting 

MD1 MD2 MD3 MD4 MD5 

0.074
1 

0.145
2 

0.243
2 

0.278
3 

0.259
2 
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MD11 0.241
5     0.01789 

MD12 
0.463

1     0.03431 

MD13 0.295
4     0.02188 

MD21  0.116
8    0.01695 

MD22  0.352
8    0.05122 

MD23  0.530
4    0.07701 

MD31   0.342
7   0.08334 

MD32   0.536
6   0.13050 

MD33   0.120
7   0.02935 

MD41    0.528
6  0.14710 

MD42    0.123
6  0.03439 

MD43    0.347
8  0.09679 

MD51     0.421
4 0.10922 

MD52     0.578
6 0.14997 

 
There are certain correlations between the indices on 

different layers. Based on the AHP-FEC model, the absolute 
weight of each alternative could be derived from the mutual 
influence between indies, which is characterized by the 
judgement matrix. The absolute weights of alternatives are 
recorded in Table 3. 

As quantitative indices, the alternatives are not suitable for 
mathematical processing. To solve the problem, the scores of 
the alternatives were divided into five levels [1,0.8], [0.8,0.6], 
[0.6,0.4], [0.4,0.2], and [0.2,0], which in turn corresponds to 
strongly good, slightly good, medium, slightly poor, and 
strongly poor. The membership functions corresponding to the 
five levels can be expressed as:  

 1

0                  0.1
3 9       0.1 0.2
0                  0

x

x x x

x






   
 

     (1) 

 2

0                  0.1
9 -2      0.1 0.2
1                  0.2 0.3
5-9x      0.3 0.4
0                  0.4            

x

x x

x x

x

x






 


  
  




   (2) 

 3

0                  0.3
9 -4      0.3 0.4
1                  0.4 0.5
7-9       0.5 0.6
0                 0.6            

x

x x

x x

x x

x






 


  
  




   (3) 

 4

0                  0.5
10 -5      0.5 0.6
1                  0.6 0.7
8-10       0.7 0.8
0                 0.8            

x

x x

x x

x x

x






 


  
  




   (4) 

 5

0                  0.7
10 -8      0.7 0.8
1                  0.8

x

x x x

x






  
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    (5) 

Based on the above evaluation index system, this paper 
establishes the AHP-FCE model for consumer-oriented car 
style evaluation by classifying index scores, building and 
testing the consistency of the judgment matrix for indices on 
each layer, assigning absolute weights to alternatives, and 
determining fuzzy membership functions. The quantified 
evaluation results were expressed as a set QL={A,B,C,D,E}. 

The evaluation process can be divided into two phases, 
namely, first FCE, and second FCE. During the first FCE, five 
weight vectors W2-i were constructed for the alternatives, and 
the fuzzy matrix FM={F1,F2,F3,F4,F5} and fuzzy vectors Vi 

=W2-iFi corresponding to QL were generated by computing the 
membership function. 

During the second FCE, a five-row five-column fuzzy matrix 
Cj was established based on Vi. Let W1-j be the weight vector of 
criteria. Then, the second FCE results were obtained by 
computing C=W1-jVi. 

The validity η of the maximum membership principle in 
consumer-oriented car style evaluation can be calculated by: 

 

1
2 1

N

N

 


 

 
 

 
        (6) 

where, N is the number of alternatives; β and γ are the 
proportions of the alternative with the largest weight and the 
second-largest weight in the sum of all weights. Table 4 
presents the correspondence between the value range of validity 
and validity of maximum membership principle. 
 

Table 4. Correspondence between the value range of validity and 
validity of maximum membership principle. 

Value range of validity 
η 

Validity of maximum membership 
principle 

0 Invalid 
(0,0.5) Poorly valid 
[0.5,1) Moderately valid 
[1+∞) Strongly valid 
+∞ Extremely strongly valid 

III. SAMPLE PARAMETERIZATION 
The car style was categorized by appearance structure to 

improve the classification accuracy of the scores on the 
alternatives. The car style designers' cognition of aesthetics, 
practicality and economy can be expressed through their car 
style designs. The design details could be sensed by consumers 
when they actually control and operate the car. 

After observing the image samples of car style, the authors 
performed morphological analysis to extract elements from 
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different car styles, including bumper style E1, wing plate style 
E2, engine cover style E3, door style E4, headlight style E5, car 
body feature lines E6, radiator grid style E7, sliding roof style 
E8, and door frame style E9. The nine style elements were 
divided into 27 categories by form, material, and color, to 
describe the features of the samples to be evaluated. 

To parameterize the samples, the elements belonging to form 
features were subject to the curve control method. Firstly, the 
key points were determined on the feature lines at each part of 
the sample. Then, the coordinates of the key points were 
adopted as the basis for parametrizing the samples to be 
evaluated.  

Take the car body feature lines, which carry the largest 
amount of sample information, for example. Let K1, K2, K3, K4, 
K5, K6, and K7 be the seven key points on one side; R1 and R2 be 
the front and rear round corner arc radii, respectively; L1, L2, 
and L3 be front, middle, and rear widths, respectively; L4, L5, 
and L6 be the front, middle, and rear lengths, respectively 
(Figure 1). AutoCAD was employed to determine the 
coordinates of the key points. For both front and side views, the 
horizontal-vertical coordinate system was constructed with the 
center of the car style image as the origin. Table 5 provides the 
values of form features for the car body feature lines in a car 
style. The eigenvalues of other form features are similar to these 
values. 

 

 
Fig. 1 Key points and form features of car style feature lines 

 
Table 5. Values of form features for car body feature lines. 

Key point Coordinates Form feature  Eigenvalue 
K1 a1=-47.3 b1=5.2 R1 169.3 
K2 a2=-35.3 b2=14.7 R2 161.1 
K3 a3=21,6 b3=22.1 L1 12.3 
K4 a4=0 b4=21.4 L2 5.2 
K5 a5=19.4 b5=20.4 L3 9.8 
K6 a6=29.4 b6=13.9 L4 56.8 
K7 a7=36.3 b7=4.7 L5 130.2 

   L6 50.1 
 
Based on the eigenvalues of form features, the degree of 

aesthetics for car style design was analyzed through clustering, 
providing a reference for the scoring of alternatives. The 
analysis results were also divided into five levels: [1,0.8], 
[0.8,0.6], [0.6,0.4], [0.4,0.2], and [0.2,0], which in turn 

corresponds to strongly good, slightly good, medium, slightly 
poor, and strongly poor. 

Style texture and style color are both qualitative parameters. 
The former was divided into strong texture (1) and weak texture 
(0), and the latter into coordinated with surrounding 
components (1) and uncoordinated with surrounding 
components (0). Table 6 provides the values of the features for 
a car style sample. 

 

Table 6. Values of the features for a car style sample. 
Featur

e 
Style element 

E1 E2 E3 E4 E5 E6 E7 E8 E9 

Form 0.6
7 

0.8
5 

0.4
8 

0.9
3 

0.8
7 

0.2
7 

0.4
6 

0.6
8 

0.9
0 

Textur
e 1 1 0 1 0 0 1 1 0 

Color 1 1 1 1 1 0 1 1 1 
 
For each target car style sample, the authors established a set 

of scores for alternatives and a dataset of sample features, 
providing the data basis for building the classification model 
based on neural network. 

IV. CONSTRUCTION OF CLASSIFICATION MODEL  
Figure 2 presents the proposed classification model for 

consumer-oriented car style evaluation. For car style 
evaluation, BPNN is good at self-learning, adaptation, 
generalization, nonlinear mapping, and fault tolerance. 
However, this neural network faces a number of defects: 
susceptibility to local minimum, slow convergence, 
nonuniform structure, and sample dependance. To prevent these 
defects, this paper improves the PSO and combines it with 
BPNN to build up a classification model for consumer-oriented 
car style evaluation.  

Start

Car style survey and collection of original 
feedbacks from consumers

Correcting 
evaluation 

index 
system

Setting up the set of 
scores for alternatives

Setting up the dataset of 
sample features

Sample 
paramete
rization

Normaliz
ation

Determining 
membership 

functions

Determining 
quantificatio

n levels
FCE

PSO-
optimized 

BPNN 
classification

Outputting results  
Fig. 2 Structure of our classification model for consumer-oriented car 

style evaluation 
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Fig. 3 Structure of our BPNN 

 
The training of BPNN is an iterative update of network 

weights and thresholds. Figure 3 shows the structure of the 
proposed BPNN. Let S={(I1,O1),(I2,O2),…,(IN1,ON1)}, I∈ℝN1, O

∈ℝN3 be the set of target car style samples; ε2-j and ε3-k be the 
thresholds of the j-th hidden layer node, and k-th output layer 
node, respectively; hj and gk be the inputs of the j-th hidden 
layer node, and k-th output layer node, respectively. Taking 
sigmoid as the activation function, the BPNN output can be 
expressed as: 

 ˆ
k k 3-kO Sigmoid g        (7) 

The mean squared error (MSE) between actual and expected 
outputs can be computed by: 

 
2

1

1 ˆ
2

3N

k k

k

MSE O O


       (8) 

The weights and thresholds of the network can be updated 
by:  

Δ            (9) 
BPNN adjusts its parameters by gradient descent. Thus, the 

parameter variation can be computed by: 
ˆ

Δ ˆ
k k

jk

jk k jkk

O gMSE MSE

gO
  

 

  
      

  
 (10) 

The PSO is a bionic optimization algorithm that guides 
particles to search for the optimal solution in a specific space. 
Each particle with its velocity and position represents a 
potential solution. Let M be the swarm size; Vi=(vi,l,vi,2,…,vi,m) 
and Pi=(pi,1,pi,2,…,pi,m), m=1, 2, …, M be the velocity and 
position of the i-th particle in the t-th iteration, respectively. 
Then, the velocity and position of each particle can be 
iteratively updated by: 

   1t t t t t t

i i 1 1 i i 2 2 G iV V a P a P          (11) 
1 1i t t

i i iP P V           (12) 
where, Ψt

i and Ψt
G are the individual and global best solutions, 

respectively; δ∈[0, 1] is the inertia weight; a1 and a2, both equal 
1.5, are learning factors; η1 and η2, both falling in [0, 1], are two 
random numbers.  

This paper improves the PSO by swarm division and 
probabilistic mutation of particles. The fitness of each particle 
was calculated, and the swarm was divided during the 
optimization. Let υ be a sufficiently small integer. If υ satisfies 

formula (13), Qt
i is a high-quality particle; otherwise, Qt

i is a 
low-quality particle: 

 t

i

t

avg

Fitness P

Fitness
         (13) 

where, Fitnesst
avg is the mean fitness of particles in the t-th 

generation.  

 
1 M

t t

avg i

i 1

Fitness Fitness P
M 

      (14) 

The high-quality particles were organized into the high-
quality swarm Gt

E-u, and the low-quality particles into the low-
quality swarm Gt

I-v, u=1, 2, …, M1, u=1, 2, …, M1+M2=M. Let 
υs and υe be the initial and final values of υ, respectively; tMAX 
be the maximum number of iterations. Then, the swarm can be 
divided by dynamic adjustment of υ: 

 2 1
MAX

2

MAX

t t
-

t
   


        (15) 

During the swarm division, the low-quality swarm contains 
many particles in the early iterative process, suggesting that the 
particle diversity can be improved by increasing the number of 
mutable particles; the low-quality swarm contains fewer 
particles in the late iterative process, indicating that the 
potential solutions represented by the particles approach the 
optimal solution. Let Pt

S be the position of a particle after 
mutation. Then, the particles in the low-quality swarm can be 
mutated by the mutation operator: 

 
2

t
G

M 2
t t t t t

S I l v l w I lw
w 1

P P X X V    


     (16) 

where, ϕ is the direction coefficient in the form of a 1×D-
dimensional matrix (every element in the matrix is a random 
number in [1, 1]; o is the Hadamard product operation of the 
matrix. 

Formula (16) shows that Pt
S depends on the Euclidean 

distance between the global optimal position and the position of 
the l-th particle in the t-th iteration. The mutation probability ρv 
can be calculated by: 

 

 
2

t

I -l

v M
t

I -l

l 1

Fitness P

Fitness P








       (17) 

The probabilistic mutation above shows that the inferior 
particles have a large Euclidean distance from the global 
optimal solution in the early phase of iterations. This phase 
features a strong global search ability. When it comes to the 
middle phase of iterations, the said Euclidean distance becomes 
small. In this phase, the particles have a strong local search 
ability. In the late phase of iterations, the distance is minimized, 
and the particles gradually converge to the global optimal. 

The PSO-improved BPNN consists of the following steps: 
Step 1. Determine the number of nodes in the input, hidden, 

and output layers of the BPNN (N1, N2, and N3); select the 
activation function for each layer; determine the maximum 
number of iterations for the network T; initialize the learning 
rate. 

Step 2. Determine swarm size M, particle dimensions U, 
maximum and minimum velocities of particles vMAX and vMIN, 
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and maximum number of iterations tMAX; set the initial weight, 
final weight, and learning factors; initialize the swarm 
information, as well as the initial velocity and position of each 
particle. Among them, particle dimensions U can be derived 
from the number of nodes in the input, hidden, and output layers 
of the BPNN: 

U=N1×N2+N2×N3+N2+N3      (18) 
Step 3. Set the fitness function of the swarm as the MSE 

function of the BPNN:  

 
21 ˆ

3NM
c c

i i

c 1 i 1

Fitness O O
M  

      (19) 

Step 4. Obtain the individual optimal solution Ψt
i and global 

optimal solution Ψt
G. Divide the swarm into a high-quality 

swarm Gt
E-u and a low-quality swarm Gt

I-v. Retain the high-
quality swarm in the next iteration, and perform particle 
mutation on the low-quality swarm to generate a child swarm 
with new positions and velocities. 

Step 5. Obtain the individual optimal solution Ψt
i and global 

optimal solution Ψt
G again. If the swarm fitness is better than 

the individual optimal solution, retain the velocity and position 
of the particle; otherwise, update the velocity and position of 
the particle by formulas (11) and (12). 

Step 6. Judge if the current number of iterations is smaller 
than the maximum number of iterations. If yes, go back to Step 
4; otherwise, terminate the iteration, output the optimal solution 

of the swarm, and initialize the weights and thresholds of the 
BPNN. 

Step 7. Compute the MSE of BPNN output, and update 
weights and thresholds of network. Judge if the current number 
of iterations is greater than the maximum number of iterations 
T. If yes, terminate the training; otherwise, re-calculate the 
MSE of the output. 

V. PROCEDURE OF CONSUMER-ORIENTED CAR STYLE 
EVALUATION  

 
Figure 4 presents the workflow of the proposed consumer-

oriented car style evaluation model. Referring to Figure 4, the 
common steps of our model can be detailed as follows: 

Step 1. Correct the evaluation index system for consumer-
oriented car style evaluation based on the scores given by 
experts and designers. 

Step 2. Based on the original consumer feedbacks in the car 
style survey, construct the set of alternative scores and the 
dataset of sample features. 

Step 3. To eliminate the dimensional difference between the 
scores and feature attribute data, normalize the data before 
importing them into the model for training, following the 
guidance of Figure 4. The normalization formula can be 
expressed as: 

 

Start

Correcting evaluation 
index system

Car style survey and exporting 
original feedbacks from 

consumers

Constructing the set of 
alternative scores and the 
dataset of sample features

Normalization

Importing 
training samples

Determining the number of 
nodes in each layer and network 

parameters of BPNN

Swarm initialization

Computing the fitness of 
each particle

Obtaining individual and 
global optimal solutions

Updating the swarm by swarm 
division and particle mutation

Computing fitness and 
updating the individual and 

global optimal solutions

Terminating iteration?
NY

Adjusting the initial weights 
and thresholds of BPNN based 

on global optimal solution

Computing the MSE of output

Updating weights and 
thresholds

Terminating iteration?

Outputting classification 
results

End

Importing 
training samples

Y

N

 
Fig. 4 Workflow of our model 
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where, x and x΄ are positive and negative indices, respectively. 
Step 4. Train the BPNN with normalized sample set, using 

error backpropagation algorithm. As shown in Figure 4, apply 
the trained BPNN to consumer-oriented car style evaluation, 
and output the evaluation results. 

Step 5. Compare the evaluation results, and provide 
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suggestions on how to optimize car styles and incentivize car 
style design.  

VI. EXPERIMENTS AND RESULTS ANALYSIS 
Based on set of alternative scores and the dataset of sample 

features, the authors established a sample library of car style 
evaluation, and designed an experiment to verify the 
scientificity of the proposed evaluation index system and the 
effectiveness of our model. Figure 5 compares the convergence 
conditions of the PSO and the improved PSO. Before 
improvement, the PSO converged to the optimal solution at the 
65-th iteration, where the particle fitness was 0.0083. The 
improved PSO converged to the optimal solution at the124-th 
iteration, where the particle fitness was 0. The result is 
consistent with the global optimal value of the swarm given by 
fitness function Ackley, indicating that the improved algorithm 
can effectively prevent premature convergence to the local 
minimum. 

 
(a) PSO 

 

 
(b) Improved PSO 

Fig. 5 Convergence conditions of PSO and improved PSO 
 

Moreover, a contrastive experiment was designed to verify 
whether sample parameterization could effectively enhance the 
correctness of the classification of alterative scores. Figure 6 
compares the FCE results obtained before and after sample 
parameterization. After the samples were parametrized, the 
scores of different car styles fluctuated less significantly, and 
obeyed a more reasonable and reliable distribution. The more 
the consumers involved in the evaluation, the more realistic the 
FCE results. For example, the score of sample 4 dropped from 

the exaggerated value of 4.97 to 4.89. Meanwhile, the fewer the 
consumers involved in the evaluation, the closer the FCE results 
to the mean score. For example, the score of sample 17 slightly 
increased from 4.51 to 4.59. 

Further, the proposed BPNN-based classification model was 
trained and tested on 500 sets of car style evaluation samples. 
Figure 7 records the losses and accuracies of the BPNN. After 
60 iterations, the network error dropped below 0.01, the training 
accuracy reached 97.14%, and the test accuracy arrived at 
96.33%. 

 
Fig. 6 FCE results before and after sample parameterization 

 
Fig. 7 Losses and accuracies of the BPNN 

 
Based on our classification model, a human-machine 

interaction system was created for consumer-oriented car style 
evaluation. The system was constructed under the 
browser/server (B/S) architecture on Windows XP. The 
webpages were designed with the aid of Macromedia 
Dreamweaver. As shown in Figure 8, the system mainly 
consists of a frontpage to display car styles, a car style 
evaluation page, and a car style analysis page. The webpages 
can display the car styles, and allow consumers to evaluate each 
car style and upload their scores. The uploaded data are used to 
enrich the data library. The evaluation and analysis pages 
support the upload of car style images, and consumer-oriented 
evaluation of image samples. The evaluation results help to 
improve the design plan or compute consumer satisfaction.  
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(a) 

 
(b) 

 
(c) 

Fig. 8 Human-machine interaction interface of our classification 
model 

 
Fig. 9 Comparison between expected value and actual output 

 
Figure 9 compares the expected value with the actual output. 

The expected values of alternatives changed in a similar trend 
as the model outputs. The output was slightly below the 
expected value, due to the neglection of the correlation between 

multiple indices. To further verify the classification accuracy of 
our model, Figure 10 compares the classification results before 
and after PSO improvement. The classification results of the 
improved PSO were almost identical to the actual values, 
suggesting the superiority of our algorithm on consumer-
oriented car style evaluation to the traditional algorithms. 

 
Fig. 10 Comparison of prediction results 

VII. CONCLUSIONS 
The consumer-centered evaluation should accurately reflect 

the psychological cognition and subjective feelings of 
consumers. However, the current studies have not provided a 
unified evaluation standard. The fuzzy mathematics and neural 
network can process massive data more effectively than most 
other algorithms. For this reason, this paper designs a 
consumer-oriented car style evaluation system based on fuzzy 
mathematics and neural network. Firstly, an AHP-FCE model 
was established for car style evaluation through multiple steps, 
namely, building an evaluation index system, classification of 
index scores, construction and consistency check of the 
judgment matrix for indices on each layer, assigning absolute 
weights to alternatives, and determining fuzzy membership 
functions. Next, the car style was classified by appearance 
structure to parametrize the car style samples to be evaluated. 
The FCE results before and after the parameterization of some 
car style samples were compared through experiments. The 
experimental results show that the parameterization of samples 
made the evaluation scores of diferent car styles less volatile, 
and more reasonable and reliable in distribution. Finally, 
improved PSO was coupled with BPNN to classify the results 
of consumer-oriented car style evaluation. The human-machine 
interaction system of the proposed car style evaluation model 
was developed, and the classification effect of the system was 
tested through experiments. The exepcted values of our model 
were compared with the actual outputs. It was found that the 
exepcted values under each criterion had the same trend as the 
model outputs. The classification results of our model were 
almost identical to the actual values, suggesting the superiority 
of our algorithm on consumer-oriented car style evaluation to 
the traditional algorithms. The research results provide a 
complete consumer-oriented evaluation system and 
classification model for car styles for the readers of the journal, 
and lay the basis for the application of relevant models in other 
evaluation systems or evaluation fields. 
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